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SC@RUG 2023 proceedings

About SC@RUG 2023

Introduction

SC@RUG (or student colloquium in full) is a course
that master students in computing science follow in the first
year of their master study at the University of Groningen.

SC@RUG was organized as a conference for the 20th
time in the academic year 2022-2023. Students wrote a
paper, participated in the review process and gave a presen-
tation.

SC@RUG is organized by Rein Smedinga and Michael
Biehl, both from the Bernoulli institute. Renée Lutke
(School of Science and Engineering) helped with improv-
ing the presentaiton skills of the students.

Organizational matters

SC@RUG 2023 was organized as follows:

Students were expected to work in teams of two. The
student teams could choose between different sets of pa-
pers, that were made available through the digital learn-
ing environment of the university, Brightspace. Each set
of papers consisted of about three papers about the same
subject (within Computing Science). Some sets of papers
contained conflicting opinions. Students were instructed to
write a survey paper about the given subject including the
different approaches discussed in the papers. They should
compare the theory in each of the papers in the set and draw
their own conclusions, potentially based on additional re-
search of their own.

After submission of the papers, each student was as-
signed one paper to review using a standard review form.
The staff member who had provided the set of papers was
also asked to fill in such a form. Thus, each paper was re-
viewed three times (twice by peer reviewers and once by
the expert reviewer). Each review form was made available
to the authors through Brightspace.

All papers could be rewritten and resubmitted, also tak-
ing into account the comments and suggestions from the
reviews. After resubmission each reviewer was asked to re-
review the same paper and to conclude whether the paper
had improved. Re-reviewers could accept or reject a paper.
All accepted papers1 can be found in these proceedings.

In his lecture about communication in science, Rein

Smedinga explained how researchers communicate their
findings during conferences by delivering a compelling sto-
ryline supported with cleverly designed graphics. Lectures
on how to write a paper, on scientific integrity and on the
review process were given by Michael Biehl.

Renée Lutke gave tutorials in small groups about pre-
sentation techniques and speech skills.

Students were asked to give a short presentation
halfway through the period. The aim of this so-called two-
minute madness was to advertise the full presentation and at
the same time offer the speakers the opportunity to practice
speaking in front of an audience. Renée Lutke, Michael
Biehl, and Rein Smedinga were present during these pre-
sentations.

The final online conference was organized by the stu-
dents themselves (from each author-pair, one was selected
to be part of the organization and the other doing the chair-
ing of one of the presentations). Students organized the
conference by setting up the final program, find a sponsor
for the breaks, etc. They also found a keynote speaker, Ju-
dith Bachmann from IBM who spoke about Retail Indus-
try Automation through Data-Driven Insights.

The organizing students also created a website for this
years conference. This years announcements can be found
on https://www.studentcolloquium.nl/2023/

The overall coordination and administration was taken
care of by Rein Smedinga, who also served as the main
manager of Brightspace.

Students were graded on the writing process, the review
process and the 2 minute madness presentation, the presen-
tation during the conference and on their contribution in the
organization of this conference.

For the grading of the 2 minute madness presentations
we used the assessments of the audience using the applica-
tion Poll Everywhere and also used this application to find
the best presentation of the day according to the audience.

For the presentations during the conference we also
used Poll Everywhere for the assessments of the audiencee
(for 50%) and the assessments of Renée Lutke, Michael
Biehl and Rein Smedinga (also for 50%). Poll Everywhere
again was used to find the best presentation of the day and
to ask the audience about their general finding of the sym-

1this year, all but one papers were accepted
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posium, resulting in the following outcome:

The gradings of the draft and final paper were weighted
marks of the review of the corresponding staff member
(50%) and the two students reviews (25% each).

The complete conference was also recorded and this
recording was published on Brightspace for self reflection.

The best 2 miniute madness presentation, the best con-
ference proesentation and the best paper were awarded with
a voucher and mentioned in the hall of fame.

Website
Since 2013, there is a website for the conference, see

www.studentcolloquium.nl. The website contains all pre-
vious symposium announcements, all available proceed-
ings and the hall of fame (see next page).

Thanks
We could not have achieved the ambitious goals of this

course without the invaluable help of the following expert
reviewers:

• Vasilios Andrikopoulos
• Michael Biehl
• Bochra Boughzala
• Andrea Capiluppi
• Dilek Düstegör
• Steffen Frey
• Mostafa Hadadian
• Boris Koldehofe
• Jiri Kosinka
• Fadi Mohsen
• Ayushi Rastogi
• Saad Saleh
• Asadollah Shahbahrami
• Huy Truong
• Fatih Turkmen
• Cara Tursun

and all other staff members who provided topics and sets of
papers.
Also, the organizers would like to thank Renée Lutke
for helping with the presentation skills and the Graduate
school of Science and Engineering for making it possible
to publish these proceedings and sponsoring the awards for
best presentations and best paper for this conference and
our symposium sponsor IBM for providing our keynote
presentation and the lunch during lunch break.

Rein Smedinga
Michael Biehl
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Since the tenth SC@RUG in 2013 we added a new
element: the awards for best presentation, best paper and

best 2 minute madness.

Best 2 minute madness presentation awards

2023
Germán Calcedo Pérez and Somak Chatterjee

Transferability of Graph Neural Network Generalisation
Techniques

and
Shrushti Kaul and Nikhita Prabhakar

Decentralized Federated Learning - Solutions based on
Gossip Protocol and Blockchain

2022
David Visscher and Erwin de Haan

A review of networking the cloud datacentre

2021
Niels Bügel and Albert Dijkstra

Mining User Reviews to Determine App Security

2020
Andris Jakubovskis and Hindrik Stegenga

Comparing Reference Architectures for IoT
and

Filipe R. Capela and Antil P. Mathew
An Analysis on Code Smell Detection Tools and Technical

Debt

2019
Kareem Al-Saudi and Frank te Nijenhuis

Deep learning for fracture detection in the cervical spine

2018
Marc Babtist and Sebastian Wehkamp

Face Recognition from Low Resolution Images: A
Comparative Study

2017
Stephanie Arevalo Arboleda and Ankita Dewan
Unveiling storytelling and visualization of data

2016
Michel Medema and Thomas Hoeksema

Implementing Human-Centered Design in Resource
Management Systems

2015
Diederik Greveling and Michael LeKander

Comparing adaptive gradient descent learning rate
methods

2014
Arjen Zijlstra and Marc Holterman

Tracking communities in dynamic social networks

2013
Robert Witte and Christiaan Arnoldus

Heterogeneous CPU-GPU task scheduling

Best presentation awards

2023
Germán Calcedo Pérez and Somak Chatterjee

Transferability of Graph Neural Networks leveraging
Graph Structures

2022
Luc Pol and Jeroen Lammers

A High-Level Overview of Minimum Graph-Triangulation
Approaches

2021
Niels Bügel and Albert Dijkstra

Mining User Reviews to Determine App Security

2020
none, because of corona virus measures no presentations

were given

2019
Sjors Mallon and Niels Meima

Dynamic Updates in Distributed Data Pipelines

2018
Tinco Boekestijn and Roel Visser

A comparison of vision-based biometric analysis methods
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2017
Siebert Looije and Jos van de Wolfshaar

Stochastic Gradient Optimization: Adam and Eve

2016
Sebastiaan van Loon and Jelle van Wezel

A Comparison of Two Methods for Accumulating Distance
Metrics Used in Distance Based Classifiers

and
Michel Medema and Thomas Hoeksema

Providing Guidelines for Human-Centred Design in
Resource Management Systems

2015
Diederik Greveling and Michael LeKander

Comparing adaptive gradient descent learning rate
methods

and
Johannes Kruiger and Maarten Terpstra

Hooking up forces to produce aesthetically pleasing graph
layouts

2014
Diederik Lemkes and Laurence de Jong

Pyschopathology network analysis

2013
Jelle Nauta and Sander Feringa

Image inpainting

Best paper awards

2023
Xiayo Guan and Lonneke Pules

Machine Learning for Leak Detection in Water Networks
and

Eelke Landsaat and Johanna Lipka
Logistic Regression and Linear Discriminant Analysis: A

Comparative Overview and an Empirical
Time-Complexity Analysis

and
Mike Lucas and Elnur Seyidov

What makes a great software team?

2022
Erblin Ibrahimi and Sven Hofman

State of the Art: Performance Overview of Black-Box Web

Application Scanners
and

Willard Verschoore and Gerrit Sijberen Luimstra
Is it Not Yet Time to Swish? Comparing the ReLU and

Swish Activation Functions

2021
Ethan Waterink and Stefan Evanghelides

A Review of Image Vectorisation Techniques

2020
Anil P. Mathew and Filipe A.R. Capela

An Analysis on Code Smell Detection Tools
and

Thijs Havinga and Rishabh Sawhney
An Analysis of Neural Network Pruning in Relation to the

Lottery Ticket Hypothesis

2019
Wesley Seubring and Derrick Timmerman

A different approach to the selection of an optimal
hyperparameter optimisation method

2018
Erik Bijl and Emilio Oldenziel

A comparison of ensemble methods: AdaBoost and
random forests

2017
Michiel Straat and Jorrit Oosterhof

Segmentation of blood vessels in retinal fundus images

2016
Ynte Tijsma and Jeroen Brandsma

A Comparison of Context-Aware Power Management
Systems

2015
Jasper de Boer and Mathieu Kalksma

Choosing between optical flow algorithms for UAV
position change measurement

2014
Lukas de Boer and Jan Veldthuis

A review of seamless image cloning techniques

2013
Harm de Vries and Herbert Kruitbosch

Verification of SAX assumption: time series values are
distributed normally
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Interactive Tools in Computer Graphics

Lars Andringa, Bogdan Popescu

Abstract—This paper summarises the field of computer graphics education by creating a centralised list of educational aids and
analysing various tools that help a user interact with computer graphics elements for their advantages and disadvantages. All tools
were assigned a category, and each tool was analysed for its advantages and disadvantages. As a result, the reader has a starting
point to find the right computer graphics education tool for the job they wish to accomplish, with an emphasis on education in computer
graphics.

Index Terms—Computer Graphics, education, raytracting, rasterisation.

1 INTRODUCTION

Computer graphics started as a niche, specialized field, in which hard-
ware was expensive and graphics-based application programs that
were easy to use and cost-effective were few [21]. Then, when
personal computers started integrating built-in graphic displays, and
bitmap graphics became affordable, graphics-based applications be-
came very popular. As the domain became more accessible, the inter-
est in learning computer graphics concepts and tools also increased.
Computer graphics had to be taught using methods such as textbooks,
whiteboards, presentation slides, and websites. This can prove to be a
challenge, because of [26]:

• Insufficient background, especially inadequate skills in mathe-
matics and programming.

• Difficulties in understanding geometric concepts such as trans-
formations, projections and 3D modelling.

• Difficulties in solving logical problems and making the connec-
tion between theory, programming, application and final visual
effects.

• Many students are passive learners and do not interact much with
peers and teachers.

In order to address these issues, researchers have developed spe-
cialised teaching tools for computer graphics, as such skills are often
best learnt by experimenting with concepts and interacting with the
resulting renderings [25].

Nowadays, computer graphics is rather interactive, with the user
manipulating the content, structure, and appearance of objects using
input devices, guided by a variety of interactive tools [21]. These tools
play an essential role in computer graphics education, making it easier
for individuals to understand and experiment with complex concepts
such as rasterization and raytracing. Such tools provide a hands-on
and engaging experience that helps users understand the principles of
computer graphics and improve their skills in this rapidly evolving
field. There is a significant amount of software available to teach such
skills. The choice of the particular software package however depends
on the specific goals and requirements of the teacher.

1.1 State of the art
No papers have been found doing such a broad categorization of com-
puter graphics tools as this review’s objectives. Papers such as [24]
focus on illustrating potential applications that can be used in learning

• Lars Andringa is a Software Engineering & Distributed Systems master
student at the University of Groningen, E-mail:
l.s.andringa@student.rug.nl

• Bogdan Popescu is a Software Engineering & Distributed Systems master
student at the University of Groningen, E-mail: b.popescu@student.rug.nl

about 3D animations and 3D printed models, and also, language learn-
ing. The researchers showcase Autodesk 3ds Max, Autodesk Maya,
Cinema4D, Adobe Animate CC, Blender3D, and AdobeFlash as tools
that can be used by teachers in the process of teaching and learning
activities in the classroom. [18] compares 2 approaches, Sketch and
WIMP, in tasks for modelling 3D objects. The researchers use Teddy
– a sketch-based modelling software, and the more traditional WIMP
modelling tools Maya & 3DS Max. They did a qualitative and quanti-
tative analysis in order to identify the benefits of both techniques from
the users’ perspective. The results show that WIMP systems pose a
higher number of instructions in doing 3D model creation tasks, but
a lower number of instructions in editing tasks. They are also less
repetitive than sketch tools.

1.2 Research questions
The goal of this research is for the reader to be able to find the ap-
propriate tools for their purposes after reading the paper. It acts as a
summarisation of computer graphics tools and a guide for readers to
find the right tool. The research questions reflect this by aiming to
provide the reader with the necessary information for their decision.

• RQ1: What tools exist for Computer Graphics education?

• RQ2: What categories do the tools belong to?

• RQ3: What are the advantages and disadvantages of each tool?

1.3 Overview
Section 2 shall introduce the methodology used to find the list of tools,
categorise them, and describe them. For the results, section 3 in-
troduces the discovered list of tools, section 4 categorises the tools,
and section 5 shall provide the descriptions of the tools together with
their advantages and disadvantages. Section 6 shall discuss the re-
sults, while section 7 provides the conclusions of the research. Section
8 shall then finish the paper discussing future work other researchers
may wish to do to expand upon this paper.

2 METHODOLOGY

These research questions shall be answered through a 4-step process.
These 4 steps are as follows:

1. Gather a comprehensive list of the most important tools available
within the field of computer graphics

2. Categorise the list of tools.

3. Provide a short description of each tool.

4. Provide the advantages and disadvantages of each tool.

For the first step, the list must be generated comprehensively and
guaranteed to at least catch the most important tools. For this, multiple
methods of discovery must be utilised. This research shall use the
following methods:
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• Automated search (ChatGPT, Google, SmartCat)

• Snowballing

• Expert opinion

For the second step, the list must be categorised. This shall be done
through a method derived from Open-Coding [20], where both of us
individually categorise the list and then merge the separate definitions
together. This reduces researcher bias and guarantees a more objective
outcome.

Steps 3 and 4 are done simultaneously for each tool. A concise
description is given, in order to make the reader familiar with some
of the important features of the tool. The description is followed by
a table highlighting the advantages and disadvantages of the specific
software. These factors can either make the tool fit for the reader’s
purposes or make the tool unusable for the given set of tasks it needs
to perform.

3 TOOLS

The discovered tools are listed in Table 1, together with the method of
discovery.

Tool Discovery method
3ds Max [8] ChatGPT
Adobe Animate [11] ChatGPT
Adobe Photoshop [12] Google
Autodesk Maya [13] ChatGPT
Babylon.js [14] ChatGPT
Blender [15] ChatGPT
Gimp [2] Google
Houdini [3] Google
Inkscape [4] ChatGPT
Lightwave 3D [5] Google
PixiJS [6] ChatGPT
Rayground [27] SmartCat
RePiX VR [22] Expert opinion
Three.js [7] ChatGPT
Unity [9] Google
Unreal Engine [10] Google
Virtual Ray Tracer [19] Expert opinion

Table 1: Tool list, and their discovery method

The description of each tool can be found in section 5.

These tools were selected for a number of reasons:

• They are visual tools.

• They are interactive.

• They can help to teach computer graphics elements.

• They are relevant to the scope of this study.

The tools discovered using the language model ChatGPT [1] were
received after using the query ”Provide me with a number of interac-
tive software in computer graphics”. The results may vary, as the re-
sponses by the AI language model are generated. The received list was
filtered manually by checking each tool’s features and properties, and
removing unwanted software, thus mitigating the language model’s
bias.

We have also included the tools recommended by our expert re-
viewer, and they will be taking part in the categorisation and ranking
of the study. Other tools were selected using a Google Scholar query
”Computer graphics educational tools”.

4 CATEGORISATION

The selected tools were classified into a number of categories, for a
better grouping of similar features that they hold. As a method derived
from Open-Coding [20], both researchers have created a set of cate-
gories that they considered to create a good division of tools. Then, an
agreement was reached by combining the separate sets. The following
4 categories were discovered:

• 3D engine

• 2D engine

• Web rendering

• Educational

The individual categorisation of each tool is then listed in Table 2

Tool Category R1 Category R2 Final category
3ds Max 3d modelling 3D engine 3D engine
Adobe Animate 2d animation 2D engine 2D engine
Adobe Photoshop 2d modelling 2D engine 2D engine
Autodesk Maya 3d modelling 3D engine 3D engine
Babylon.js 3d modelling Web rendering Web rendering
Blender 3d modelling 3D engine 3D engine
Gimp 2d modelling 2D engine 2D engine
Houdini 3d animation 3D Engine 3D Engine
Inkscape 2d modelling 2D engine 2D engine
Lightwave 3D 3d modelling 3D Engine 3D Engine
PixiJS 2d engine Web rendering Web rendering
Rayground 3d rendering Educational Educational
RePiX VR VR tool Educational Educational
Three.js 3d modelling Web rendering Web rendering
Unity 3d engine 3D engine 3D engine
Unreal Engine 3d engine 3D engine 3D engine
Virtual Ray Tracer 3d rendering Educational Educational

Table 2: Tool categorisation

A clear distinction between 3D and 2D tools was created, as the
features for these types are different enough, in terms of image dimen-
sionality. Furthermore, there is a number of tools that emphasise on
an educational level, as the tools selected by the expert opinion, and
tools found in research papers. Also, tools that run on a web browser
were separated from other 2D or 3D tools, as it is a distinctive feature.
The division between modelling and animation tools was dropped, as
a significant number of tools that had graphics modelling as a feature,
also included animation creation, so the separation was unclear and
subjective.

5 ADVANTAGES & DISADVANTAGES

The following results show a short description of each tool and its
associated advantages and disadvantages. This section is split up into
subsections, which each present the tools for their respective category.

5.1 3D engines

5.1.1 3ds Max

3ds Max is a 3D computer graphics software, widely used in the en-
tertainment industry for creating 3D animations, models, visual ef-
fects and simulations [23]. It specializes in computer animations,
providing main features such as shaders, particle systems, raytracing
and global illumination. It also contains a built-in scripting language,
MAXScript.

SC@RUG 2023 proceedings
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Advantages Disadvantages
Powerful 3D modeling tools Not open source
Powerful scripting language High learning curve
Large community Intensive resource consump-

tion
High quality output

Table 3: Advantages & Disadvantages of 3ds Max

5.1.2 Autodesk Maya

Autodesk Maya is a cross-platform 3D modelling and animation tool.
It is similar to 3ds Max, although proving significant differences. It
provides the necessary tools to create more complex objects, compared
to 3ds Max’s massive environments and worlds.

Advantages Disadvantages
Powerful and performant
tools

Compatibility issues

Scripting editor Not open source
Large community

Table 4: Advantages & Disadvantages of Autodesk Maya

5.1.3 Blender

Blender is a free and open-source 3D creation software that is used for
creating 3D models, animations, visual effects, and more. It has a wide
range of general features and tools that make it a popular choice for 3D
artists, game developers, and animators. Its UI is highly customizable,
which can be both an advantage and a disadvantage.

Advantages Disadvantages
Open-source Not Industry Standard
Customisable interface Non-standard user interface

for beginners
Large variety of features Lack of specialized features

Table 5: Advantages & Disadvantages of Blender

5.1.4 Houdini

Houdini is a 3D animation and visual effects software, known for pro-
cedural node-based workflow, which enables users to create complex
3D animations and effects using a customizable interface.

Advantages Disadvantages
Procedural workflow Node based procedural

workflow can be slower than
a straight-ahead workflow

Used for Lighting and FX in
the industry

Steep learning curve

A free version is available

Table 6: Advantages & Disadvantages of Houdini

5.1.5 Lightwave 3D

Lightwave 3D is a 3D modelling and rendering tool built for peo-
ple who are interested in creating 3D objects to render. It is a rela-
tively powerful tool, trying to compete with other modelling tools like
Blender. It has however not been updated for a few years, and some
of its technologies are relatively old. It is very interesting for people
who just want to see how rendering works, without actually writing
any code.

Advantages Disadvantages
No expected programming
knowledge

Has not been updated for a
while

Fast learning curve Technologies are outdated
Easily modify models and
experiment with lighting

Less flexible than 3D en-
gines that do support code
like Unreal Engine

Table 7: Advantages & Disadvantages of Lightwave 3D

5.1.6 Unity

Unity is a broad 3D engine mainly designed for game development. It
contains many features, including more modern features like raytrac-
ing, has a large community. Many people argue that Unity’s graphic
fidelity is slightly less than the one of Unreal Engine, its main com-
petitor, however, it tends to be more beginner-friendly. Applications
for it are written in C#. While it mainly focuses on game development,
it also has its roots in automotive, architecture and film [17].

Advantages Disadvantages
Beginner-friendly Graphically better alterna-

tives
Highly customisable Requires strong hardware
Large Community Large installation size
Feature-rich

Table 8: Advantages & Disadvantages of Unity

5.1.7 Unreal Engine

Unreal Engine is a broad 3D engine designed originally for game de-
velopment but expanded into other 3D applications like architecture,
movie scenery and digital twins. It is one of the most popular 3D en-
gines [16]. It mainly shines in being one of the most feature-rich 3D
engines, supporting relatively new features like raytracing, machine
learning super sampling and virtualised geometry really well. It also
supports a blueprint system for visual programming, which aims to
reduce the learning curve, which may especially be useful for non-
programmers. Though it must be noted that one can also work with it
using C++.

Advantages Disadvantages
Feature-rich Complex and easily over-

whelming
High-quality scenes Large installation size
Blueprint system for non-
programmers

Requires strong hardware

Large Community

Table 9: Advantages & Disadvantages of Unreal Engine

5.2 2D engines

5.2.1 Adobe Animate

Adobe Animate is a cross-platform computer animation program that
specializes in designing vector graphics for multimedia authoring. It
provides a range of animation tools such as motion tweening, shape
tweening, bone animation, and lip sync that enable users to create
complex animations with ease.

Interactive Tools in Computer Graphics – Lars Andringa and Bogdan Popescu
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Advantages Disadvantages
Integration with other Adobe
software

Steep learning curve

Wide range of assets Limited 3D support
Cross-platform compatibil-
ity (HTML5 Canvas, We-
bGL, Flash Player)

Compatibility issues with
some web browsers

Table 10: Advantages & Disadvantages of Adobe Animate

5.2.2 Adobe Photoshop

Adobe Photoshop is a powerful multi-layered raster graphics editing
software, used for editing and manipulating images, and designing
graphics for various purposes. It is the most used tool in digital art,
also infamously known for image warping applied to human faces[28].

Advantages Disadvantages
Integration with other Adobe
software

Steep learning curve

Extensive raster graphics
tools

Limited vector editing capa-
bilities

Customizable user interface Limited 3D capabilities
Large community Not open source

Table 11: Advantages & Disadvantages of Adobe Photoshop

5.2.3 Gimp

Gimp is a cross-platform open-source image editing software. It is
trying to compete with its more well-known counterpart, Adobe Pho-
toshop. There are significant differences between the 2 tools, such as
the price, industry adoption, and the number of plugins available.

Advantages Disadvantages
Open-source Not Industry Standard
Lightweight Steep learning curve
Cross-platform Fewer tools available

Table 12: Advantages & Disadvantages of Gimp

5.2.4 Inkscape

Inkscape is a free and open-source vector graphics editor used to cre-
ate vector images, through SVG (Scalable Vector Graphics). It is a
free alternative to Adobe Illustrator. Inkscape provides a powerful and
flexible set of drawing tools, including bezier and spiro curves, free-
hand drawing, and advanced path editing.

Advantages Disadvantages
Scalable Vector graphics Limited photo editing capa-

bilities
Open-source Bad print quality
Small learning curve Performance issues

Table 13: Advantages & Disadvantages of Inkscape

5.3 Web rendering

5.3.1 Babylon.js

Babylon.js is an open-source JavaScript framework for building 3D
games and applications that can run in a web browser. It is designed to
make it easy to create interactive and immersive 3D experiences on the
web without the need for specialized software or plugins. One signif-
icant feature is Playground, an IDE where developers can experiment
with Babylon.js framework in a browser-based environment.

Advantages Disadvantages
Performance on new
browsers

Limited support for older
web browsers (without We-
bGL)

Users can access applica-
tions without installation

Limited functionality com-
pared to other 3D graphics
software

Table 14: Advantages & Disadvantages of Babylon.js

5.3.2 PixiJS

A javascript library that allows for the rendering of 2D content. It
makes use of 2D WebGL to allow user to render such content. It is
known to be lightweight and performant. The rendered objects can be
interacted with on the website, just like any other web component.

Advantages Disadvantages
Users can access applica-
tions without installation

No test environment unlike
similar tools

Lightweight Requires knowledge of how
to build websites
No 3D support

Table 15: Advantages & Disadvantages of PixiJS

5.3.3 Three.js

Three.js is a javascript library for implementing rendering pipelines
on the web. It allows one to create and display 3D scenes within stan-
dard web applications. It currently supports only WebGL, but addons
are available for other rendering methods such as CSS3D and SVG.
It is mainly known to be a very lightweight library, providing fewer
features than alternatives like Babylon.js.

Advantages Disadvantages
Users can access applica-
tions without installation

No test environment unlike
similar tools

Lightweight High learning curve
Well-suited for building ren-
dering demos

Currently only WebGL sup-
port, no WebGPU

Table 16: Advantages & Disadvantages of Three.js

5.4 Educational
5.4.1 Rayground

Rayground is a website where users can write small pieces of code to
run a raytracing algorithm. The user can implement the core functions
used in raytracing however they want, and the website will deal with
the whole program around it. This allows for either rapid prototyping
of new ideas or allows students to implement small pieces of code to
learn how raytracing works.

Advantages Disadvantages
Rapidly change code and re-
run

Only supports raytracing

No installation required Relatively slow performance
Education-specific Locked-in code editor

Table 17: Advantages & Disadvantages of Rayground

5.4.2 RePiX VR

RePiX VR is a ”virtual reality tool for computer graphics education,
which focuses on the teaching of fundamental concepts of the render-
ing pipeline and offers researchers the opportunity to study learning in
VR by integrating learning analytics” [22]. The tool is specially made
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for computer graphics education and displays the results of calcula-
tions and lines on the screen to display how the rendering pipeline is
performed.

Advantages Disadvantages
Education-specific Can only be used in VR
Highly optimised for teach-
ing the rendering pipeline

Relatively few features

Complex installation pro-
cess

Requires expensive VR
hardware

Table 18: Advantages & Disadvantages of RePiX VR

5.4.3 Virtual Ray Tracer

Virtual Ray Tracer is a project written in Unity by Bachelor thesis
students of the University of Groningen. It is a tool meant to teach
raytracing through visualisation and an interactive demo. Users can
specify settings like recursion depth, shadows, and camera position.
The tool will then display the result from raytracing and visualises
the raytracing process. It is available on multiple platforms, including
mobile and web.

Advantages Disadvantages
Education-specific Limited in features
Visualises raytracing with-
out any extra work

Relatively slow in perfor-
mance

Table 19: Advantages & Disadvantages of Virtual Ray Tracer

6 DISCUSSION

Our research aims to gain an understanding of tools that can possibly
be used in Computer Graphics to teach students the basic concepts of
the discipline. Our research has found 17 different computer graphics-
related tools that can be used for computer graphics education. Our
research then divided those tools into 4 categories: 3D engines, 2D
engines, web rendering tools and educational-specific tools.

We then provide, for each tool, a concise description in order to
make the reader familiar with some of the important features of the
tools. More importantly, we provide the reader with a set of ad-
vantages and disadvantages that may either make the tool fit for the
reader’s purposes or make the tool unusable for the given set of tasks
it needs to perform.

Our results seem to suggest that a lot of tools have a steep learning
curve, which is an important point to consider for education. Note
that some tools however may be useful to build apps for students, like
for example an Unreal Engine setup where the raytracing lines are
explicitly shown. This may mean that for some purposes only the
teacher needs to understand the tool, as the teacher can use the tool to
build apps for the students to experiment with.

The accessibility of the tool is extremely important when using it
in a classroom. For a significant number of computer graphics tools,
there is a license requirement for each instance. It is an advantage if a
tool is open-source so that the funds that would be allocated to buying
software can be used in other departments, for further improving the
study environment.

Another big difference between the tools is the hardware support.
Computer graphics is inherently a computationally expensive field.
Furthermore, computer graphics is a field that can contain a lot of spe-
cialised tools, like specialised screens (you cannot demonstrate HDR
on a non-HDR screen), virtual reality glasses or altered reality devices.
This has a big impact on the choice of tools, as one tool requires more
computational work than another tool, and therefore the availability of
hardware has to be taken into account. Furthermore, some tools ex-
plicitly require virtual reality headsets, which are often hard to have
access to in large enough quantities.

7 CONCLUSION

Lately, computer graphics teachers have been looking into ways to
improve education in Computer Graphics through visualisation tech-
niques. Our research has provided educational experts with a list of
options, their categorisations, a short description, and their advantages
an disadvantages.

To answer RQ1, the 17 discovered relevant tools can be found in
Table 1.

To answer RQ2, the categorisations of the 17 tools can be found in
Table 2.

To answer RQ3, one can investigate Section 5 to see the advantages
and disadvantages of each individual tool.

8 FUTURE WORK

There are many ways in which this study can expand. Firstly, at the
moment, the study only focuses on the categorisation of tools and de-
scribing them. One expansion could be creating a defined set of met-
rics with which comparisons can be created between tools and cate-
gories respectively. These metrics can be quantified in various means,
and the grades for each metric could be given depending on the met-
ric type. For example, a set of objective metrics can receive boolean
grades, or in the case of subjective metrics, a fixed grading system
should be put in place. These grades could be awarded in a large-scale
survey of computer graphics students who get to work with these tools.

In addition, the computer graphics tools can be compared with each
other following the grades received in the survey. These comparisons
can help emphasise the strong and weak points of each tool. Also, they
can be a tiebreaker for computer graphics teachers in choosing the best
tool available for their needs.

Following the grades and the categories created, a ranking system
can be put in place. These rankings can be extremely helpful in out-
lining the best tools available from a specific branch, further allowing
teachers to select the most useful tool for their field of study.

Other research can also expand upon this research in both width
and depth, with width referring to expanding the list of tools being
looked at, and depth referring to zooming in on a specific category of
tools like education-specific tools and increasing the size of the listed
advantages/disadvantages.

ACKNOWLEDGEMENTS

The authors wish to thank Jiri Kosinka for supporting the paper.

REFERENCES

[1] ChatGPT. https://openai.com/blog/chatgpt/.
[2] Gimp. https://www.gimp.org/. Accessed: 2023-03-08.
[3] Houdini. https://www.sidefx.com/. Accessed: 2023-03-08.
[4] Inkscape. https://inkscape.org/. Accessed: 2023-03-08.
[5] Lightwave 3d. https://www.lightwave3d.com/. Accessed:

2023-03-08.
[6] Pixijs. https://www.pixijs.com/. Accessed: 2023-03-08.
[7] Three.js. https://threejs.org/. Accessed: 2023-03-08.
[8] 3ds max. https://www.autodesk.com/products/3ds-max/

overview. Accessed: 2023-03-08.
[9] Unity. https://unity.com/. Accessed: 2023-03-08.

[10] Unreal engine. https://www.unrealengine.com/en-US/. Ac-
cessed: 2023-03-08.

[11] Adobe animate. https://www.adobe.com/products/
animate.html. Accessed: 2023-03-08.

[12] Adobe photoshop. https://www.adobe.com/products/
photoshop.html. Accessed: 2023-03-08.

[13] Autodesk maya. https://www.autodesk.com/products/
maya/overview. Accessed: 2023-03-08.

[14] Babylon.js. https://www.babylonjs.com/. Accessed: 2023-03-
08.

[15] Blender. https://www.blender.org/. Accessed: 2023-03-08.
[16] A. Ciekanowska, A. Kiszczak Gliński, and K. Dziedzic. Comparative
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An Overview of Explainable Artificial Intelligence

Niek Löke, Hessel van Oordt

Abstract—Explainable artificial intelligence is a fairly new development in the field of AI which aims to provide the users of AI systems,
particularly decision support systems, with explanations for how the decisions are reached. This allows users to have increased trust
in predictions made by AI systems and the debugging and improving of existing machine learning and deep learning models. In this
paper we investigate XAI methods, the types of methods that have been developed (split into ad hoc and post hoc methods) and
compare their applications. The methods discussed include existing interpretable models (i.e. decision trees), explanation algorithms
for black box models (LIME and SHAP), and newer XAI models that use fuzzy logic. We also discuss the use of XAI in the context
of specific applications for intelligent transportation systems and medical imaging, where AI is used to make critical decisions, thus
requiring XAI methods to achieve a human level understanding of the reasoning behind these decisions. Our examination of existing
research into XAI shows that it is an increasingly necessary advancement for future AI systems, however it should be reviewed and
used on a case by case basis.

Index Terms—XAI, interpretability, Decision support systems.

1 INTRODUCTION

In recent times, artificial intelligence (AI) has been a standard
occurrence in our daily lives. From personalized ads and music
recommendations on your favorite platform to self-driving cars, AI is
more prevalent than it has ever been. While these AI applications can
have great benefits to the way we live, work and interact with each
other, they are not without their flaws and limitations. A significant
flaw facing AI recently is the lack of transparency and interpretability
of these systems.

As the complexity of these AI algorithms grows, they become
increasingly hard to understand, even for data scientists themselves.
With these algorithms being so interwoven in our society, a way to
properly explain and interpret these algorithms is needed. Explainable
AI (XAI) is a field that aims to address this need by developing
algorithms and methods to provide humans a way of understanding
how and why a decision is made by the AI system. This need is
especially prevalent in several high-stakes sectors, such as healthcare,
finance, and transportation where the consequences of an AI error
could be severe or even fatal.

The need for XAI has become increasingly clear in recent years, as
AI systems have shown to have biases and make decisions that are
hard to explain. Furthermore, AI has also been getting more and more
responsibility, either by giving it partial or full control over important
systems. For example, for the last decade self-driving cars are in full
development, giving the system partly or full control over the car.
But how does the AI make decisions when driving the car? And is it
safe if you cannot understand its decision making? XAI can help to
alleviate some of these concerns.

In this paper we want to explore the current state of research in
XAI, how to implement it, the challenges and pitfalls XAI faces and
discuss when it should (or shouldn’t) be used. We will begin by giving
an overview of the state-of-the-art of XAI research, summarizing the
latest research in the field. Here we will also talk about what are
important metrics when developing XAI systems, such as the need for
fairness, accountability and transparency. We will then briefly explain
how XAI can be implemented, including possible limitations and
benefits for each implementation. Finally we conclude by discussing
XAI use cases for intelligent transportation systems and medical
imaging and discussing the need for XAI.

2 METHODOLOY

Our approach for this paper involves using an initial paper set as a
starting point for the literature review and then expanding the search
to form the base for the investigation. This paper set includes the pa-
pers [4] [6] [9] as well as the meta surveys [8] and [10]. We then use
backward snowballing to find further literature that is significant for
our investigation. In addition to this we extend our search using tar-
geted keywords of the relevant algorithms, methods and related tech-
nologies to identify papers that give further insight into the state of
XAI and its current applications. This allows us to collect papers that
relate to the target of our research, which has two aspects. Firstly, our
search includes papers that provide a more general overview of XAI
and describe, evaluate and compare algorithms and methods used to
understand AI models. Secondly, we look for instances of specific ap-
plications of XAI, how the problem is approached in these situations
and the reasoning behind why it is being developed. With this we will
investigate the state of the art of the technology as well as the motiva-
tion behind the use of XAI in particular scenarios.

3 STATE-OF-THE-ART

Despite being a relatively new field, XAI has quickly become a focus
point within the larger domain of AI and a promising advancement
for developing AI systems that can effectively be used for their in-
tended purpose. With XAI being an emerging field, various studies
towards investigating and developing XAI methods have been com-
pleted. A survey from 2018 [2] identifies the applications for XAI
to include topics such as healthcare, finance, legal decisions, military
and transportation. However, the overall research into XAI is without
unification or standardisation [8], and though reviews on XAI topics
have allowed for the identification of a number of research directions,
these are still scattered [10] [4]. As a result of this, there is a variety of
XAI algorithms and methods1 used to understand AI systems. How-
ever, the capacity to evaluate and compare such algorithms/methods is
still limited [8] and it is not yet entirely clear which direction XAI is
heading and how and when it can be appropriately used. Löfstrom et
al. [8] as well as Saeed and Omlin [10] have conducted meta-surveys
to investigate precisely these aspects of the topic. While [10] aims to
identify the general challenges and directions for XAI research, [8] fo-
cuses on the evaluation of explanation methods and XAI in the context
of decision support systems (DSSs). A DSS is a type of system that
can use provided data and an existing knowledge base to help with de-
cision making problems ranging from business applications to clinical
decision support systems, which support choices made by healthcare
professionals [3] [5]. The increasing use of machine learning to create

1Details on specific algorithms/methods is provided in section 4
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effective DSSs leads to a need for having effective ways to understand
how decisions are made by an AI system, which XAI can provide [8].

3.1 Explainability, interpretability and perspectives of XAI
There are generally two ways in which the explainability of AI is
achieved. The human level understanding of how the AI arrives at
its result is made possible either by using a fully interpretable model
(ad hoc), or by using explanation methods to describe how a black box
system has reached its decision (post hoc) [8] [10] . The distinction
between ad hoc and post hoc methods is made in both of the meta
surveys [8] and [10]. However, [8] maintains a focus on identifying
a criterion for evaluating and comparing XAI methods. Survey [10]
also discuss the interchangeability of the terms “interpretability” and
“explainability” in the context of XAI research and suggest the dis-
tinction that “[e]xplainability provides insights to a targeted audience
to fulfill a need, whereas interpretability is the degree to which the
provided insights can make sense for the targeted audience’s domain
knowledge” [10]. Research on XAI has been categorized into several
distinct perspectives [10]:

• regulatory: due to the integration of AI with systems that affect
legal decision

• scientific: to gain further knowledge revealed by AI systems that
is otherwise inaccessible due to the use of black box models

• industrial: XAI models can be more easily integrated into in-
dustries due to less mistrust by users

• model developmental: using XAI methods to better understand
black box models can lead to improvements for such models.
Such systems can then be easier to understand and debug

• end-user and social: the development of effective XAI models
increases the trust end-users have in the systems they interact
with

It is also noted by the authors that this list is not complete, with
more possible perspectives within XAI as well as potential overlap
between perspectives.

3.2 Evaluation of XAI methods
One meta-survey [8] reviews 15 literature surveys, with the primary
focus of understanding how the relatively new XAI methods emerg-
ing in the field can be evaluated and compared. Due to the scattered
research and lack of standardisation, attributable to the novelty of the
field, there is a difficulty in determining the comparative effectiveness
of XAI methods. In [8] three primary aspects of XAI are identified,
and the authors further provide a number of criteria within each of
these for evaluating explanation methods. The criteria presented are
collected based on the definitions, due to the criteria having different
possible names in the variety of original publications. Firstly, there is
the user aspect, in which the criteria are based more on subjective ele-
ments. In the user aspect, [8] identify four criteria; trust - which is the
user’s willingness to use AI decisions as well as their confidence that it
is the correct decision, appropriate trust - which is the user’s perspec-
tive on the AI decisions based on previous interactions and whether
these led to correct predictions, bias detection - which is the ability for
the user to identify errors, and explanation satisfaction - which is how
well the explanation satisfies the needs of the user. The second aspect
is the explanation aspect, which involves focusing on the explanations
themselves. In this case there are five criteria: fidelity, identity, sepa-
rability, novelty, and representativeness. The third aspect discussed in
[8] is the model aspect, for which they suggest three distinct criteria.
These are:

• performance: performance essentially evaluates the quality of
the predictions, i.e. whether they are accurate, and is therefore
closely related to appropriate trust

• fairness: the level of fairness of the model depends on whether
it has error patterns. A fair system should have no systematic
errors that affect the predictions

• reliability: reflects to the user appropriate confidence in the sys-
tem in specific situations

The two meta-surveys provide useful insight into the contexts that
XAI can be applied and the various perspectives that should be kept in
mind when creating XAI technology. However, the overall state of the
art indicates that the field is very much still in an early state and will
require further standardization to develop clearer directions of research
and ways to evaluate the new methods XAI research introduces [8]
[10].

4 XAI IMPLEMENTATION

From our discussion about the fundamentals of XAI we can start to
look at how XAI can be implemented. We have divided these methods
up into three distinct categories, namely: using already well defined
and explainable algorithms, making current black-box models more
understandable or creating whole new models with explainability in
mind from the start. We will discuss all three of these categories below.

4.1 Understandable algorithms
The easiest way to implement XAI is to use algorithms that are
already clear and easy to understand by humans. A popular example
of this is a decision tree, the general layout of a decision tree can be
found in figure 1. The decision tree can be used for both classification
and regression tasks and can be utilized when only conditional control
statements are used, i.e. there has to be a clear division per feature.
Decision trees classify data points by a step-wise assessment, one
node at a time, starting at the root node and ending at a terminal
node. This terminal node is called a leaf node and contains the final
output of the algorithm. At each node, two possibilities are given
(left or right) and a direction is chosen based on some features. As a
decision tree makes a clear decisions at each crossing, it is very easy
to be interpreted by humans and can therefore be considered a great
example of interpretable AI.

Fig. 1. The general layout of a decision tree. The decision nodes decide
what path to take and the leaf node are the final output.

However, decision trees also have some major drawbacks, espe-
cially compared to black-box solutions. For one, at each node only
two possibilities can be chosen and therefore there are some variable
relationships that a decision tree cannot learn. Moreover, as a decision
tree grows in size it not only becomes harder to interpret but also
becomes time consuming to create. This makes decision trees a
cumbersome option when dealing with a large number of features.
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4.2 Adapting black-box models
As mentioned, black-box models are systems where we define our
inputs and receive our outputs without necessarily knowing how the
output was created. In other words, these models are not easily un-
derstandable and interpretable by humans. However, the benefits of
these black-box models like Deep Neural Networks (DNN), Random
forests, and Convolutional Neural Networks (CNN) is that their pre-
dictive accuracy can be much higher than their white-box counterparts
[12]. A worthwhile endeavour could therefore be to try to make these
models more interpretable and transparant.

Two well known techniques to help learn how these models make
predictions are LIME (Local Interpretable Model-agnostic Explana-
tions) and SHAP (SHapley Additive exPlanations). Both of these
methods are model agnostic, meaning that they can be applied to any
given black-box method we want to use it on. LIME works by perturb-
ing the input data to try and understand how the predictions change.
Its output is a list of explanations reflecting the contribution of each
feature to the prediction of a data sample. It then uses this to cre-
ate a simpler, more interpretable model that aims to approximate how
the complex model makes its decision [7], called the surrogate model.
This surrogate model is therefore more easily understood and can be
used to better understand how the original model makes its decision
and what features are most important. The general architecture of
LIME can be found in figure 2

Fig. 2. The general architecture of the LIME method

SHAP’s approach is by looking how much each feature influences
the output of the model. It does this by calculating the contribution of
each feature for a prediction by considering all possible feature com-
binations and their corresponding Shapley value. The Shapley values
are calculated by creating ”coalitions” that represent different subset
of features and that calculates the contribution of each feature to each
coalition. The final feature importance are obtained by taking the av-
erage contribution of each feature across all coalitions. This results in
a complete overview of how each feature influences the outcome of
the model.

Both these methods shed some light on previously unintelligible
black-box models and allow us to better understand how these models
make their predictions. However, it is important to note that for both
these methods it only allows us to better understand what features are
important in the models decision making. We still do not know the
exact inner working of our models and thus they remain black-box
models. We therefore increase the explainability of these models but
not to the extend for example a decision tree is interpretable.

4.3 XAI algorithms
A third method of making AI more transparent and explainable is
creating algorithms specifically designed for this purpose. A benefit
of this approach is that we can make sure that the algorithm really

is human-understandable, as this is our aim from the start. This in
contrast with black-box (and some white-box) models where first and
foremost performance is the goal. An algorithm that was created with
explain-ability in mind is fuzzy logic [6].
Fuzzy logic attempts to mimic human thinking, but instead of trying
to represent the brains architecture like neural networks, it focuses on
how humans think in an approximate rather than a precise way. In
other words, it allows for degrees of truth rather than just binary val-
ues.

The way it works is that instead of numerical labels it uses imprecise
linguistic labels to make predictions. An example for this would be the
decision making process when driving; a person wouldn’t think ”if the
car in front is less than 2.5m and the road is 10 percent slippery, reduce
the speed by 25 percent”. A person would approximate this decision
by saying to themselves: the distance to the car ahead is short, and it
is slippery so I will slow down. Fuzzy logic can also model these im-
precise linguistic concepts by using probabilistic labels as output. An
example is given in fig 3, where, for a given income level, it can be-
long to a low or high income. As we can see, they are well defined for
low and high incomes, but take an intermediate value for everything in
between. The example shows how an income of 150,000 belongs both
to a low and high income, just with differing values, namely 0.7 and
0.3 respectively. This decision can also be seen as more precise as the
difference between a dollar more or less can be the difference between
a low and high income if binary decision making was used.

Fig. 3. Fuzzy Logic describing the relation between numerical income
and the division into the linguistic labels low and high

We can go one step further by also taking into account the difference
between for example various countries or professions. As an example,
three different banks were asked their ranges for low income. From
this we can construct a type-2 fuzzy set, which can be found in figure 4.
This type-2 fuzzy set embeds three separate type-1 fuzzy sets (namely
that of bank 1, 2, and 3) and introduces a footprint of uncertainty (FoU)
shaded in grey. This FoU allows for additional degrees of freedom that
can directly model and handle the uncertainties. In our example we
can see that the membership of 150,000 is no longer a crisp value of
0.3 but is now a function ranging from 0.2 to 0.5.

Fuzzy logic has several benefits that allow it to model certain data
better than traditional methods. Some of these benefits include its
flexibility and granularity that allows it to use uncertain and vague
information and output values that are not necessarily binary but have
some degrees of truth. It is also very robust and it is already used
in several real-world applications such as control systems, decision
making and image processing. Finally, as fuzzy logic mimics the way
human think using linguistic labels, it is clear to see how humans
would be able to understand easily how this model make its decisions,
resulting in a model with one of the most important factors in XAI:
explainability.

All three of these approaches have their benefits and drawbacks.
Fuzzy logic might be the most easily understood method, however it
is also less precise. Using decision trees can still be interpretable for
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Fig. 4. Type-2 fuzzy logic showing the combination of three different
type-1 fuzzy logic models, resulting in an uncertainty range.

small data sets, but falters both for large data sets and in performance
compared to black-box models. Finally black-box models give the
best performance, but LIME and SHAP only give an overview on how
the model uses its features, their precise inner working are still not
entirely clear. All of these methods are promising and could be further
investigated to try to find the perfect balance between performance and
transparency.

5 XAI USE CASES

The question remains, should XAI be used and if so, under what cir-
cumstances? As discussed in previous sections, all implementations
of XAI have their drawbacks so what method should be used? In this
section we will mention several use cases where XAI should be used
and also mention some where it should not be used. We will finally
discuss these finding in our discussion.

5.1 XAI for intelligent transportation systems
With the integration of AI into DSSs, systems for automated decsions,
and further applications for AI, the benefit of XAI methods in such
cases is becoming more prevalent. Allowing users to understand the
decisions made by AI in such cases increases the trust in these sys-
tems and helps prevent errors. Especially in situations where an AI
system may be used for critical decisions, potentially involving the
lives of multiple people, such as in intelligent transportation systems.
Autonomous vehicles, traffic control systems, and other aspects of
transportation systems are becoming more integrated with AI systems,
which leads to the problem of mistrust when these systems are unin-
terpretable black boxes. This can be a problem when an error in the
system can cause major issues like traffic accidents. XAI offers a so-
lution to such problems by providing the users or communicating sys-
tems explanations and an understanding of the reasoning behind the
decision [11].

Wollenstein-Betech et al. [11] discuss XAI methods in relation to
intelligent transportation systems and present an explanation method
for a Traffic Light Control scenario. Their method achieves an expla-
nation of black box models by looking at historical data and generating
a representation of the relation between states and actions [11]. An-
other paper by Mankodiya et al. [9] applies XAI in their investigation
for autonomous vehicles in the case of a malicious vehicle attempting

to send disruptive or misleading information in a network of commu-
nication vehicles. By using a decision tree-based random forest with
stacking ML algorithms, they provide a solution to this problem [9]
while mainting a human understandable overview of the AI models
being used. These papers show the effectiveness that XAI methods can
have in achieving explanations for the behaviour of AI. In both cases
the methods revolve around the interpretation of black box models,
which means these methods can be adaptable for a variety of scenar-
ios. However, this limits the full understanding of how the AI works,
and still relies on a complex underlying system that is not entirely hu-
man understandable. This is particularly evident in cases where the
understanding of the decisions needs to be found from previous data.
The alternative, but more complex solution is to make new models that
are directly interpretable. This comes with limitations in complexity
but would allow for clearer and more reliable explanations on a case
by case basis. In both the application to the Traffic Light Control sce-
nario from [11] as well as the use for autonomous vehicles in [9], the
use of XAI is not fully integrated into the AI systems themselves, but
rather offers insight into past decisions based on historical data, or al-
lows an understanding behind the development of machine learning
models. We believe this shows a difficulty that exists when attempt-
ing to apply XAI methods in these situations; real time decisions pose
an additional challenge for explaining AI systems. Further research
on XAI is required to properly integrate the explanation methods with
the systems themselves, which can be particularly important in cases
where the aspect of individual user interaction with the AI system is
significant. In such cases having clear and immediate explanations
available to the user increases the trust the user has in the system and
can better inform user actions. The user’s trust and ability to override
the system can be of crucial importance in the mentioned use cases
of autonomous vehicles, or instances of (user driven) intelligent traffic
light control systems.

5.2 Explainability of medical images
Another paper [1] looks into increasing the explainability of medical
images using several currently available XAI techniques. In this study
chest X-rays were used in order to diagnose the coronavirus, using
black-box CNN models. In order to make this model interpretable the
LISA method was used, a combinations of LIME, SHAP and several
other methods. The model was able to reach a modest 90% accuracy
using a limited dataset. More importantly, due to the implementation
of XAI, the researchers were able to identify the most important re-
gions within the image, the regions that had the most influence on
its decision. This could allow further research to pinpoint why the
wrongly classified samples were classified in this manner. Further-
more, due to the more interpretable CNN, the trustworthiness of the
diagnosis will increase, which is essential in the sector of medical di-
agnosis.

5.3 XAI should not always be used
In our previous segment we have discussed two distinct use cases
where XAI brought some tangible benefit to the system in question.
Here the transparency of these systems brought more trustworthiness
and allowed the systems to be understood more thoroughly. So should
XAI be implemented into every AI system? There are several use
cases where an algorithm would not benefit or even be negatively
impacted by implementing an XAI system. Some examples would
be spelling and grammar checks, image recognition systems, online
advertising, and music recommendations. For all these examples it
would not have much (if any) benefits in understanding their inner
workings and either using an explainable algorithm could result in
worst results, or explaining a black-box model would lead to unnec-
essary computations, ultimately slowing down the entire process. As
we can see, not every AI system needs to be thoroughly explained and
transparent in order to function.

6 DISCUSSION

We have discussed two use cases that benefited from the implementa-
tion of XAI, while we also mentioned several use cases where it would
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not be beneficial or would even worsen the system by trying to make
it explainable. Some sectors where XAI could have a positive impact
are: healthcare, financial services, autonomous vehicles and any high
stake environment. In these sectors the decisions that are made are im-
portant and can have an enormous impact to individuals or society as
a whole. Because of this importance a high level of trust is required;
when a diagnosis is created you want to know it is the right diagnosis
or when an autonomous vehicle is driving you want to make sure that
it is doing so safely. The use of XAI to make these decisions more
understandable will help with this.

There are also several situations where XAI is not an appropriate
measure to use. An example for this would be low-stake decisions,
such as the previously mentioned online advertising and music rec-
ommendations; an end user would not need to know how these AI
systems work. Another example would be time-sensitive decisions, as
making AI models more explainable will likely slow down the deci-
sion making and this could be detrimental to the systems functioning if
XAI would be implemented. An example for this would be emergency
medical situations; even though medical situations were mentioned as
an example of a good XAI use case, when time is of the essence it
would not be wise to use it. In the same vein, resource limited system
would also not benefit from XAI, due to the same reason that imple-
menting XAI will cost more time or resources and therefore reduce the
performance of the model.

In the end there is no clear answer if XAI should or should not be
used. There are several use cases where it would greatly benefit the
trust and even performance of a AI system, while in others it would
greatly reduce the use-ability of the system. The implementation of
XAI should be looked at on a case by case basis, deciding if trans-
parency, explainability and trust is more important or that performance
of the system is the most important metric. The former could use an
easily explainable algorithm, while the latter could make use of an
adapted black-box model to make it more explainable or it could even
use no XAI at all.

7 CONCLUSION

In this paper it was our aim to give a high level overview of the rel-
atively new field of explainable artificial intelligence. We have dis-
cussed the state-of-the-art of XAI, where we talked about the current
research into the topic, including in what regions its currently being
researched/used. We explained what are important metrics when de-
veloping XAI, such as performance, fairness and reliability and we
also discussed what perspectives are important. Afterwards we went
over three distinct methods of XAI implementations, namely using un-
derstandable algorithms, adapting black-box model and the creations
of new XAI algorithms. In our second to last chapter we introduced
several use cases for XAI and also mentions some scenarios where it
should not be used. We also introduced the question why, where and
if XAI is needed. We concluded with a discussion about these ques-
tions and gave our final conclusion on the use of XAI; its use should
be looked at on a case by case basis, dependent on the system at hand.

8 FUTURE WORK

Our investigation looks at the overall state of XAI, including the vari-
ous general methods available to achieve explainability for AI systems,
the algorithms related to XAI methods, and specific contexts in which
XAI can be applied to benefit an existing system. With the relative
novelty of XAI, the potential future research can be taken in many di-
rections. We think further investigation into the question of when it is
appropriate to apply XAI methods for AI systems can benefit the field.
With a clearer insight into the precise advantages and limitations of the
distinct XAI methods (interpretable models and explanation methods)
it will be more discernible when the use of such methods is appropri-
ate, when the disadvantages of XAI methods may be too limiting to
justify their use, and how XAI technology fits into the progress of AI
as a whole. Furthermore, we identify the advancement of new, fully
interpretable models as an important aspect of XAI, in order to fully
integrate XAI technology into AI systems and advance towards real
time decisions and explanations.
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The Privacy and Security Risks of Mobile In-App Browsers

Andrei-Claudiu Veres & Andrei Dumitriu

Abstract— In this study, we investigate the privacy and security risks associated with Mobile In-App Browsers, particularly those im-
plemented with WebView. These integrated browser components allow users to access the web without leaving the host application,
providing a seamless user experience. However, our research highlights several risks, such as JavaScript injections, identity confu-
sion, and fingerprinting, that can lead to malicious websites modifying the hosting app, gaining unauthorized access or being able
to precisely track users. We also explored how, in some cases, the interfaces of In-App Browsers do not follow industry standards,
providing users with less information about the websites they visit and leave them more vulnerable to malicious entities. To address
the identified risks, we propose potential solutions, including end-to-end encryption, improved security policies, and the use of VPNs.
Furthermore, we provide a short insight into the prevalence of these issues, emphasizing the need for more research into how apps
allow users to open links in external browsers. Our paper aims to bridge gaps in the current literature while shedding light on potential
mitigation strategies for ensuring safer in-app browsing experiences.

Index Terms—in-app browser, WebView, web browser, user agent string, security, privacy, vulnerability, apps

1 INTRODUCTION

The proliferation of smartphones and the apps that run on them has
revolutionized the way we interact with technology. With over 86%
of the world’s population owning a smartphone, mobile applications
have become an integral part of our daily lives [27]. While there are
a plethora of apps with self-contained functionality, users may some-
times need to access web content linked in the app. Typically, access-
ing this type of information directs the user to an external browser,
which is used to display the content. This situation is not ideal be-
cause it disrupts the user experience.

To address this, some apps come with their own in-app browser. In-
app browsers allow users to view web content without leaving the app,
providing a seamless user experience. However, accessing the web
through such browsers also comes with inherent risks to the user’s
privacy and digital security. In this paper, our focus will be on the
implementation of in-app browsers on Android devices, specifically
the WebView component. WebView is a Java-based component that
enables developers to embed web content in their applications.

Unfortunately, accessing web content via in-app browsers can pose
a significant threat to user privacy and digital security. Previous re-
search has indicated that in-app browsers, particularly those utiliz-
ing WebView, are vulnerable to a range of security risks and attacks
[16][18][26]. In this paper, our goal is to identify how developers
and attackers, with malicious intent, take advantage of WebView’s im-
plementation to exploit user data. In this context, we will focus on
fingerprinting and identity confusion. We also explore potential solu-
tions and practices for mitigating these risks. Moreover, we discuss
the trade-off between privacy and usability of in-app browsers, high-
lighting the importance of considering both factors when designing
and implementing them. By analyzing these topics, we aim to provide
an overview of the privacy and security risks associated with in-app
browsers and inform strategies for addressing them.

In section 2, we begin by presenting the core concepts that per-
tain to our research. This is followed by section 3, where we discuss
vulnerabilities with respect to in-app browsers, specifically those im-
plemented with WebView. We present solutions to mitigate the risks
posed by those vulnerabilities in section 4. In the next section, sec-
tion 5 we will discuss the relation between privacy and usability of
in-app browsers. The overview will be summarized in the conclusion,
section 6. Lastly, we will end this paper with section 7, where we of-
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fer our recommendations for what should be further investigated by
the research community.

2 BACKGROUND

2.1 WebView
WebView is a system component for the Android operating system
that enables the display of web content directly inside an app. A de-
veloper that wants to add an in-app browser to their app can include the
WebView library and create an instance of a WebView class. With this
approach, the functionality of viewing web content is added within the
app itself, therefore creating a seamless experience for the user [6].

In this paper, we focus on Android apps that offer the functionality
of in-app browsers. Therefore, we discuss privacy and security risks
that come with the implementation of WebView.

2.2 Super-apps
Super-apps are applications that, with the help of web technologies,
present an “app-in-app” structure, delegating some of their functions
to sub-apps [29]. An example of such apps is WeChat [29], which
in 2020 achieved over 1.225 billion monthly active users and hosts
more than 3.8 million sub-apps [1]. This greatly exceeds even the
total number of apps available on Google Play: 2.67 million apps [4].

Sub-apps have privileged access to the APIs of their super-app [29].
This allows the sub-apps and super-apps to exchange information.
This access is granted through web domains, sub-app IDs as well as
capabilities (super-app services and features that are supported in the
sub-app) [29].

2.3 Browser fingerprinting
Browser fingerprinting is a method of identifying users based on de-
vice information provided by their browser [26]. Fingerprinting does
not directly track users, however, this technique is used in the hopes
of tracking the user’s actions through information about the user’s
browser and device [19]. The information that is most commonly ob-
tained through fingerprinting includes the user’s IP address, time zone,
as well as browser and device specifications [19].

One of the ways to obtain this information is through the user agent
string. A user agent is any software that retrieves web content and
presents it to end users [5]. As such, any web browser is a user agent.
As part of any HTTP request, the user agent will send a user agent
string. It contains information about the device making the request,
such as the type (phone, tablet, personal computer etc.) and the operat-
ing system, as well as information about the user agent itself (browser
name and version) [12].

More fingerprinting information can be obtained through JavaScript
code. For example, a website’s JavaScript obtains your device’s screen
resolution in order to properly display content [19]. JavaScript code
can also obtain a user’s time zone and IP address.
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2.4 Sandbox
A sandbox is a security mechanism that isolates an application, such
as a web browser, from the rest of the system. The purpose of this
security mechanism is to prevent malicious or unauthorized actions,
therefore limiting the impact of potential security vulnerabilities in the
application.

In the context of in-app browsers, the sandbox involves running the
in-app browser withing a confined environment. The sandbox isolates
the browser from the rest of the device’s operating system. However,
evidence shows that this security mechanism can be maliciously ex-
ploited. In subsection 3.2 we show how an attacker take advantage of
the WebView implementation by attacking through holes in the sand-
box [15].

2.5 Virtual Private Networks (VPNs)
A VPN, or Virtual Private Network, is a technology used to create
secure and private connections over the internet. The main uses of
this technology are online privacy, bypassing censorship and enhanc-
ing online security. A VPN works by encrypting the internet traffic
and routing it through a remote server, which is operated by an VPN
provider [11].

In the context of this paper, we discuss the relation between VPNs
and in-app browsers. In section 4 we discuss how we can use the VPN
technology to enhance user privacy.

3 PRIVACY AND SECURITY RISKS

3.1 In-App Browsers vs Standalone Web Browser Apps
It should be noted that WebView remains vulnerable to common at-
tacks such as cross-site scripting (XSS), cross-site forgery (CSRF),
SQL injection and man-in-the-middle (MITM) attacks [15] [16]. Stan-
dalone web apps are vulnerable against these types of attacks too. Nat-
urally, the following question arises, Is WebView as (in)secure as a
standalone web application?. “Compared with the general browsers,
WebView is not secure enough” [28].

There are several reasons for why WebView is more prone to vul-
nerabilities. Recent research points out that the apps which incorpo-
rate in-app browsers do not always adhere to standard browser-specific
privacy policies. [26]. Another reason for the lack of security is that
in-app browsers do not have the same level of sandboxing and isola-
tion as regular browsers, which facilitate malicious JavaScript injec-
tion [18] [28] [15] [16] [20] [24] [22]. “Whereas standalone browsers
enforce strong isolation, WebViews can intentionally poke holes in the
browser sandbox to provide access to app and device-specific features
via a JavaScript interface” [20].

3.2 Threat Models
When it comes to WebView implementations, previous research iden-
tified two threats models: attacks from web pages and attacks from
malicious applications [16] [15]. The borrowed figure 1 illustrates
the two threat models [16]. On the left side it shows attacks through
malicious web pages, while on the left attack through malicious appli-
cations.

Fig. 1: Threat Models [16].

In the first scenario, attacks from malicious web pages, we assume
an application that was designed to serve a web application without
ill intent. The goal of the attacker is to compromise the application
and their intended web functionality. Such an attack could be accom-
plished by tricking the victim in loading the attacker’s web page into

the application. If the aforementioned prerequisites are meet, the ma-
licious hacker could attack through holes in the sandbox. For in-
stance, the use of WebView’s API addJavascriptInterface breaks the
browser’s sandbox isolation, therefore creating holes in the sandboxes.
This circumstance permits the attacker to exploit the system as well as
the web application. [16].

In the second scenario, we assume that the attacker owns a mali-
cious application that is specifically designed to target a web applica-
tion. For the attack to take place, the attacker needs to lure the user
into installing and using their native application for the intended web
application. The problem arises because we cannot rely on the security
concept of trusted computing base (TCB). One way for the attacker
to exploit the WebView is through malicious JavaScript injections.
By using the functionalities provided by WebView, an application can
inject its own code into the web page that is loaded in the WebView
component. This enables the attacker to manipulate everything in the
web page [16]. Another way to exploit the vulnerabilities introduced
by the use of WebView is event sniffing and hijacking. WebView
provides numerous APIs to applications in order to enhance the in-
teraction with the web page. Unfortunately, the attacker can intercept
these APIs, hence they can launch sniffing and hijacking attacks which
exposes potential sensitive information of the user [16].

Since we established that the implementation of WebView comes
with security and privacy risks, we will now examine what can an at-
tacker gain from exploiting those vulnerabilities. In previous research,
conducted on 287,000 apps in regard to WebView-related vulnerabili-
ties, it was found that nearly 10% were vulnerable [18]. The research
presents a classification of vulnerable application’s permissions, there-
fore showing what an attacker could get access to. In the borrowed
figure 2 we can observe that a successful attack could obtain access to
SMS and calls functions as well as getting access to system files [18].

Fig. 2: Permission of Vulnerable Application [18].

3.3 Fingerprinting
Before discussing WebView fingerprinting information, we will first
examine how it works in Google Chrome. Google Chrome used to
provide the phone’s model number as well as its build number in the
user agent string [26]. That changed in 2018, when the build number
was removed [26]. Additionally, since 2021, Google Chrome provides
a privacy sandbox. If enabled, the phone’s model number is also re-
moved from the user agent string [26].

However, WebView user strings contain both the model and build
numbers. Additionally, they provide a country code for the user’s lo-
cation, as well as their preferred language [26]. As such, users are
much more identifiable when using WebView browsers, compared to
Chrome with privacy sandboxing, as shown by Cover Your Tracks [2],
a website that determines how identifiable user agent strings are. Re-
searchers have used this website to compare the uniqueness score of
WebView and Google Chrome [26], with the comparison being shown
in Table 1.
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Browser Uniqueness (1/X)
WebView X= 218256
Google Chrome X = 218112
Google Chrome with privacy
sandboxing

X=838.98

Table 1: Fingerprint uniqueness for different browsers.

Additionally, researchers have found 1646 Android apps that come
with browsers that use unencrypted HTTP communications to send
information such as the device IDs, Google Ads IDs and IP Addresses
[26]. This type of communication can be easily intercepted by man-
in-middle attacks. These attacks would allow an attacker to obtain this
information, in addition to altering the server’s response, without the
user noticing anything different about the website [26].

What is more, fingerprinting can be enhanced through JavaScript
assigning a unique ID to WebView browsers [26]. Studies have shown
that Android objects can be changed with JavaScript code [25]. One
change that can be made is to transmit unique Ids to Android objects
[26]. An example of such code, seen in the literature, is showcased
in Figure 3. Such code violates two security policies: modifying the
app object, violating its integrity, as well as assigning a unique device
Id without asking for permission, which goes against Android Privacy
Policies [26].

Fig. 3: JavaScript code assigning an ID to Android objects [26].

3.4 Identity Confusion
This security flaw is specific to super-apps. As previously stated, sub-
apps use privileged APIs to communicate with their super-apps. How-
ever, due to poor design and implementation, super-apps often do not
comply with the least principle privilege [29]. This principle states
that security architecture should be designed in such a way that each
entity has the minimum authorizations and system resources required
for it to function [21]. This leads to situations in which an entity can
receive unintended privileged API access [29]. This is known as iden-
tity confusion [29].

Domain Name Confusion refers to the case of identity confusion
where a malicious website passes a web domain verification to ac-
cess a super-app’s API. This happens when the web page displayed in
WebView that invokes the privileged API has a different web domain
from the domain checked by the super-app [29]. There are two ways
to achieve this.

One of those ways is Timing-based Confusion [29], which relies on
a race condition. In this case, two different super-app threads handle
the API request and the identity check. Between the moments when
those threads are started, the malicious web page can change from
its actual identity to a privileged identity, thus obtaining unauthorized
access [29].

The other type of Domain Name Confusion is Frame-Based Confu-
sion [29]. This type of Confusion relies on an inline frame (also known
as iframe), which allows a HTML page to be loaded within a different
HTML page. The iframe can act on behalf of the top-frame, using its
identity. That is because WebView APIs return only the top-frame’s
URL [29]. This means that, for example, a malicious advertisement
on a sub-app’s page can access the privileged APIs of the super-app.

Another variant of Identity Confusion is App ID Confusion,
whereby a malicious web page can access a privileged API using a
privileged App ID [29]. This can only happen if a malicious web do-
main is loaded by a sub-app.

The third and final type of Identity Confusion is known as Capa-
bility Confusion [29]. This can occur if the super-app makes use of
unprotected APIs, with the assumption that only legitimate sub-app
developers would have knowledge of them [29]. However, if a sub-
app that makes use of such APIs is reverse-engineered, then the APIs
can be used by malicious websites. It is worth noting that almost half
of super-app runtime APIs are hidden [29]. However, Capability Con-
fusion can also occur through flaws in the APIs of sub-apps. For ex-
ample, a malicious web page can make a request to a sub-app’s API,
which then forwards the request to the super-app.

4 SOLUTIONS TO MITIGATE PRIVACY AND SECURITY RISKS

Previous research suggest methods to mitigate attacks. A rather “ob-
vious way to thwart traffic tempering is a complete end-to-end encryp-
tion” [18]. This approach should mitigate man-in-the-middle (MITM)
attacks. Other countermeasures could be, “including origin checks
that will drop request that do not match certain IP addressed or are not
encoded using a predefined SSL certificate” [18].

Other researchers propose modifications to the WebView security
policies in order to enhance the security. They claim that the policies
they propose would protect 60% of vulnerable applications with “little
burden on developers” [7].

A case study on 465 participants found effective the design of secu-
rity cues. These cues would alert the user of OAuth-WebView related
risks [17].

Notable effort was put in creating systems capable of automating,
to an extent, the process of checking apps that incorporate in-app
browsers for vulnerabilities. These tools could be used by the user
to test the applications of interest before use in order to be aware to
what risks are they exposed to [20] [8].

A solution for user tracking, specifically fingerprinting, is the use of
virtual private networks (VPN). This approach involves implementing
obfuscation techniques and randomization of packet sizes and timing
[14]. These techniques can make it more difficult for third parties to
analyze the user’s internet traffic and reduce the likelihood of pattern
recognition.

5 USABILITY ASPECTS RELATED TO SECURITY CONCERNS

This section covers how certain aspects of the user experience and
interface of WebView In-App Browsers can increase the security risks
that users are subject to.

5.1 Displaying Security Information
Depending on each app’s implementation of WebView, different In-
App Browsers display different information about visited web pages.
Some in-app browsers show the domain name, if not the full URL
of the page, together with a title, at the top of the view. There are,
however, apps that do not display the link, or not even the title of
the page [30]. This could be a problem for users if they are directed
to a page they believe to be legitimate, but are in actuality malicious
websites, posing as legitimate ones. If the user is not shown the URL
of web pages, they would be lacking important information they could
use to identify such a page. Another security-related usability problem
is that some in-app browsers do not properly indicate whether a page
uses HTTPS or HTTP, neither showing a corresponding icon nor the
scheme portion of the URL, which indicates the transfer protocol [30].
As such, the user can not properly judge the security of the pages they
land on when using such browsers. Examples of both WebView In-
App Browsers that do and do not display the information described
above can be found in the borrowed Figure 4 [30]. Usability problems
such as these make it harder for users to avoid the problems discussed
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Fig. 4: Examples of proper and improper information display in the
top sections of In-App Browsers.

5.2 Browsers Selection Options
Considering the privacy and security risks In-App Browsers pose to
their users, we wanted to investigate if and how apps provide users
with the option to open their web links in an external browser. To
do so, we have used Google Scholar, a large database of scien-
tific papers, to search for information regarding this topic. We used
the search query (“webview” OR (“in-app” AND “browser”)) AND
(“choice” OR “choose” OR “alternative” OR “prompt” OR “select”
OR “forced”).

Unfortunately, little research seems to have been in order to iden-
tify trends and changes in the landscape of smartphone apps when it
comes to providing users with the option to use an external browser
instead of the app’s proprietary browser. Looking at the first 2 pages
of results, our search in Google Scholar has yielded no research papers
that address this topic. However, we can give you an overview of the
current state of some popular Android and iOS apps. Table 2 shows
the list of apps we have investigated, together with their number of
downloads from Google Play.

App Number of Google Play down-
loads

Instagram Over 1 billion
Facebook Over 5 billion
TikTok Over 1 billion
Reddit Over 100 million
Gmail Over 10 billion
Telegram Over 1 billion
Twitter Over 1 billion

Table 2: Investigated apps and their number of downloads from
Google Play[3].

We will start with Facebook, which used to provide users with the
option to choose their preferred browser (in-app or external) whenever
they would open links in the app [23]. That option has been removed
in 2021, but later replaced with the ability to change the preferred
browser from the app’s settings [23]. Reddit, Gmail, Telegram and
Twitter provide similar options in their app settings [10]. Instagram
does not provide any way to completely avoid using its own browser
when opening links in the app, but, once a page has loaded in the
Instagram browser, the user can choose to then open it in their default

browser [10]. The situation is similar with TikTok’s in-app browser,
from which you can open the current page in your default browser
[13]. The default method for opening links in any of the apps that we
mentioned above is in the in-app browser, and the option to change to
a different browser is not immediately apparent to all users.

As for why these apps are set up like this, no official reason seems to
have been given for the user experience of using an external browser
with these apps. One could suggest that the app developers wish to
obtain as much data as possible, and the in-app browser is a way to do
that. It could also be argued that for some users, the fact that they are
not provided with options that lead to an apparently similar result is an
improvement to their user experience. However, this is all speculation,
and we have no way of providing an official reason.

This topic should, however, be researched more thoroughly. The
reason for that is that, as previously discussed, in-app browsers can
pose more serious privacy and security risks compared to a regular
mobile browser, yet the default option in all of these apps for opening
links is the in-app browser. As such, the scientific community should
pay more attention to how common these in-app browsers are, why
they are used and what option the user has to avoid using them.

6 DISCUSSION AND CONCLUSION

6.1 Threats to Validity
In this subsection, we will enumerate the threats to the validity of our
paper.

1. Limited data: The number of applications we analyzed in sub-
section 5.2 is very limited. While the apps that are examined are
some of the most downloaded Android applications, the fact that
we only researched 5 social media apps, 1 messaging app and 1
email app means that these observations should not be general-
ized.

2. Bias: Personal bias can always influence a research paper. The
researchers of this review could have inadvertently emphasised
or de-emphasised aspects of their research due to their personal
biases. Additionally, the papers referenced here could have suf-
fered from the same type of bias.

6.2 Discussing Advantages and Disadvantages of Web-
View

One of the main advantages of using an in-app browser is the very
fact that the user experience remains contained in one app. If an app
requires an external browser for some of its functionality, it is possible
for the user to find themselves constantly switching back and forth
between that app and the browser app, hurting the user-friendliness
[30]. Another advantage is that with in-app browsers, app features
could be implemented through web technologies, allowing for easy
updates to those features without the user needing to download the
update from the App Store or Google Play [9].

However, the WebView implementation of In-App Browsers has a
number of problems in terms of privacy and security that are not as
prevalent, or in some cases even present, in standalone browser appli-
cations. A major security concern is JavaScript injections, which allow
an app’s browser to make changes to the web pages it visits. Perhaps
more concerning, however, is the fact that malicious web pages can
make changes to the app that contains the WebView instance. Thus,
attackers can gain the app’s permissions, gaining access to the phone’s
contacts and location, as well as the ability to write messages, make
calls and install software. Additionally, malicious websites can eas-
ily modify the applications which contain browsers in order to assign
unique Ids to the device, which facilitates user tracking.

This is compounded by the fact that WebView already sends more
information about the device than typical browsers. These fingerprint-
ing techniques, in combination with other tracking technologies, such
as cookies, make tracking user much easier in WebView.
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All of these risks are increased in super-apps. Our paper clearly
showcases that the super-app structure is vulnerable to a much wider
range of attacks compared to other types of apps that use WebView.

Unfortunately, our paper shows that the research community does
not know enough about how widespread these issues are. A better
picture of how apps provide users with the choice between their own
browser or an external one would give greater insight into not only how
prevalent in-app browsers are within their own apps, but also give an
indication to the awareness of users when it comes to in-app browsers.

There are several potential risks associated with the use of in-app
browsers. However, it is worth noting that there are also solutions
available that can help mitigate these risks to some extent.

Some of the more notable solutions discussed in this paper are: the
use of end-to-end encryption that mitigates MITM attacks, implemen-
tation of better polices that would significantly reduce vulnerabilities
and the use of VPNs to avoid fingerprinting.

7 FUTURE WORK

As discussed in subsection 5.2, we were unable to find scientific re-
search to help us establish the existence of any trends in how apps of-
fer their user the choice to use an external browser. Such information
would be valuable to the research community, given the heightened
privacy and security risks of in-app browsers that were highlighted in
this paper. Given the lack of insight into how in-app browsers are used
in the industry, it is hard to estimate the impact of this technology, as
well as how widespread are its risks.

Similarly, further research into the operating system themselves is
necessary. To better understand the risks that come with the imple-
mentation of in-app browser, we suggest that more effort should be
allocated towards studying the default configuration of operating sys-
tems in regard to the choice of browser.
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How Multi-Agent Systems for Anomaly Detection Achieve
Decentralization

Rick Timmer and Koen Bolhuis

Abstract—Many different domains benefit from the detection of anomalous events in their operations. However, a system with
the goal of detecting anomalies can get quite complicated. By designing a system to use a multi-agent solution, complexities can
be abstracted away into separate agents. This allows for the distribution of specific complex tasks as opposed to scaling whole
systems. The principle that allows for such a strategy is essentially the decentralization of the actions being taken by the system.
Decentralizing a system using a multi-agent approach can be done on multiple levels, ranging from a largely centralized approach
to being fully decentralized. In this study, we compared eight multi-agent systems approaches for anomaly detection, and created a
spectrum of decentralization achieved by these systems. On the centralized side of the spectrum, we found a system where agents
communicate amongst each other as well as with a centralized control system. On the other end of the spectrum, we found systems
where agents operate fully autonomously to detect anomalies.

Index Terms—Multi-agent solution, anomaly detection, networked system, decentralization.

1 INTRODUCTION

With the rising need for distributed systems, more systems are be-
coming reliant on networking in order to function correctly. As a re-
sult, detecting the occurrence of anomalies in such networked systems
is an interesting challenge. Anomaly detection is the practice con-
cerned with distinguishing events that do not conform to expected be-
havior; such events are then referred to as anomalies [4]. Multi-agent
systems (MAS) approaches for anomaly detection are relatively well-
researched. Anomalies in networked systems can be broadly separated
into two categories: anomalies on the network itself, possibly indicat-
ing network intrusion, and anomalies in external entities connected to
the network. While the former has seen a large amount of research in
its own right [1, 10, 12], in this paper, we focus on the latter category.

1.1 Research goal
We compare multi-agent systems solutions across different domains
and create a spectrum of decentralization achieved by these solutions.
We do this by examining studies that span the following domains:

• Distributed power grids (Section 3.1);

• Smart buildings and cities (Section 3.2);

• Other domains (Section 3.3).

Especially the first two domains are quite well-developed in the area
of MAS for anomaly detection [2, 8, 14, 7, 15, 11], which makes them
a logical target for comparison. The third category comprises studies
in less-researched domains or domains that do not necessarily align
with the former two domains. This allows us to consider a wider range
of studies. By comparing results from the different domains, we create
an overview of how multi-agent systems can be applied for anomaly
detection. The comparison focuses specifically on the level of decen-
tralization, governance, and collaboration between agents.

This paper is structured as follows. Section 2 introduces the reader
to the multi-agent systems concept and related work in this area. Fol-
lowing the introduction and background, Section 3 gives an overview
of different studies on MAS approaches across different application
domains and a comparison between the solutions. Then, Section 4
discusses the findings. Finally, Section 5 concludes the paper, while
Section 6 lays out opportunities for future research.

• Rick Timmer (s4567846) is a Master’s student in Computing Science at the
University of Groningen, email: r.timmer.9@student.rug.nl.

• Koen Bolhuis (s3167895) is a Master’s student in Computing Science at
the University of Groningen, email: k.bolhuis@student.rug.nl.

2 BACKGROUND

To help reason about the multi-agent approaches in different domains,
it is useful to first understand the MAS concept, and how it differs from
non-MAS approaches. Multi-agent systems are systems consisting of
multiple autonomous agents. For our review, we use the definition
from Dorri et al. [5]:

“Agent: An entity which is placed in an environment and
senses different parameters that are used to make a deci-
sion based on the goal of the entity. The entity performs
the necessary action on the environment based on this de-
cision.

(...)

While an agent working by itself is capable of taking ac-
tions (based on autonomy), the real benefit of agents can
only be harnessed when they work collaboratively with
other agents. Multiple agents that collaborate to solve a
complex task are known as Multi-Agent Systems (MAS).”

This definition allows us to reason about the difference between
MAS and non-MAS approaches. A MAS with multiple, separate,
agents is able to separate the system into smaller blocks each poten-
tially living in its own environment. Each agent is then responsible for
sensing its own parameters and actions. This can help to separate the
concerns of each piece of software, which in turn may help scale the
system for specific tasks. A non-MAS system would have to group
environments together in a single one (e.g. utilities as opposed to gas,
water, and electricity). As a consequence scaling the system across
one of these environments requires the system to scale as a whole.
Moreover, a single system with many different responsibilities might
grow in complexity more quickly, requiring more awareness of the
large number of parameters required for the whole system to function
properly.

2.1 Related work
Individually, multi-agent systems and anomaly detection have seen a
plethora of prior studies. For example, a survey by Chandola et al.
gathered methods for anomaly detection [4], while Dorri et al. per-
formed a survey on multi-agent systems [5].

A review was written by Labeodan et al. giving an overview of
multi-agent systems in the context of renewable and sustainable energy
[9]. The review briefly covers the decentralized nature of multi-agent
systems, calling it a property of agents. This is inherently true under
the definition of multi-agent systems referenced above. However, the
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level of decentralization is determined by the particular implementa-
tion chosen. Some multi-agent systems may implement a centralized
governance system whereas others have agents that govern themselves
completely.

Whereas the existing works focus on multi-agent systems in gen-
eral or applications in a specific domain, we create a cross-domain
overview in order to obtain insights into how the MAS concept can be
applied for anomaly detection in a more domain-agnostic manner.

3 MULTI-AGENT SYSTEMS IN DIFFERENT DOMAINS

We now cover the different domains in which multi-agent systems are
applied for anomaly detection. First, we cover systems that support
distributed power grids. Then, we consider multi-agent systems in
smart buildings and smart city environments. Finally, we examine
studies that fall outside of the first two domains.

Note that the figures in this section are accompanied by a color
code. These colors correspond to the spectrum found in Section 4, and
can be used as a visual aid for the reader.

3.1 MAS for distributed power grids
In the distributed power grid domain, algorithms are applied to ad-
dress traditional shortcomings in power grid systems. These systems
traditionally may use a centralized control structure for the distribu-
tion networks. This can deliver good performance in the case of small-
scale power systems [2]. However, with the ever-increasing energy de-
mands, in turn increasing requirements, the domain is pushed towards
developing more safe and more reliable distributed systems. This has
helped push the domain into the adaption of multi-agent systems.

One approach proposed by Mohamed et al. makes use of a cen-
tralized control center that is responsible for calculating specific in-
formation on anomalies detected by an agent [2]. In this specific use,
the agents are all responsible for their own segment on the grid where
their task is to identify the anomalies. They also have access to a cir-
cuit breaker which is used to protect the circuit. The agents are able
to share information with each other to identify the specific location
of the fault. After the fault is identified the control center is then used
to calculate fault distance. An example of this type of architecture is
visualized in Fig. 1. In this case, there clearly is a centralized system
where agents are used for separating a specific concern from the main
system.

Central Control

Agent

Peripherals

Agent

Peripherals

Agent

Peripherals

Fig. 1. MAS using a central control system as proposed by Mohamed
et al. [2].

Whereas the previously mentioned approach relies on a single type
of agent that can communicate with each other, another approach pro-
posed by Shobole is that the agents at that level should not communi-
cate with each other. Instead, they communicate through a coordina-
tion agent [14]. Rather than having the relay agents decide themselves
whether or not they should operate, they share their information with
this centralized agent, which then locates the issue and determines the
right action. This approach allows for multiple of these centralized
agents to be scaled alongside the relay agents. Another aspect of this
approach is that a configuration agent is also put in place, which com-
municates with the relay agents through the coordination service to in-
form them which relay should be turned on. Fig. 2 gives an overview
of this approach.

A paper by Kiani et al. suggests that by having all neighboring relay
agents communicate with each other, they are able to hold a so-called

Configuration 
Agent

Coordination 
Agent

Agent

Peripherals

Agent

Peripherals

Configuration 
Agent

Coordination 
Agent

Agent

Peripherals

Fig. 2. MAS where agents are responsible for other agents, from
Shobole [14].

neighborhood table storing all information of agents in zones around
them [8]. By making use of distributed control units, as opposed to
a centralized control unit mentioned before, we now have a truly dis-
tributed system where the agents are the system as opposed to a part
of a centralized system. This has been visualized in Fig. 3. This re-
duces the significant amount of data that has to be transmitted to the
centralized controller. However, since all relay agents do have to com-
municate with one another, one can imagine that this also creates a
lot of network strain. Having the agents split into different neighbor
zones, the traffic is limited to a specific zone. However, this would
then keep other agents out in the dark at the moment an anomaly is
detected. To update agents that should be informed these are grouped
as a routed zone, similar to the neighbor zone, which can then be used
to broadcast occurrences of faults.

Agent

Peripherals

Agent

Peripherals

Agent

Peripherals

Fig. 3. MAS with no central control system from the paper by Kiani et
al. [8].

3.2 MAS for smart buildings and cities
Rapid urbanization has given rise to the concept of smart cities: urban
areas integrated and intertwined with intelligent technological infras-
tructure, where the end goal is improved sustainability from the per-
spective of governance, citizens, businesses and the environment. [16]
This section addresses three aspects of smart cities where anomaly de-
tection plays a role: smart building management, smart campus energy
monitoring and parking lot management.

With climate change becoming a more prevalent topic the im-
portance of how we manage our energy is also becoming more
widespread. 40% of the energy being used in developed countries is
due to buildings, of which 30% is wasted in the United States and Eu-
rope [7]. Anomalies in these energy networks are partly to blame for
these excessive numbers. One can imagine that with the increase in en-
ergy consumption comes an increasing complexity to the management
that is required. Existing literature suggests that multi-agent systems
can be applied to help identify anomalies and manage the networks
overall to result in less wasted energy.

One of these proposed systems is the SANDMAN multi-agent sys-
tem introduced by Houssin et al. [7], which can identify several types
of anomalies in sensor data. A novel part of this system is the self-
improving weight system in which each agent is able to determine its
weight by cooperating with others. This ensures that the data collected
by some agents are seen as more critical by the system when compared
to others. The layout of this system is shown in Fig. 4.

With this configuration, the system can adapt its weights without
having to rely on a central control unit, making it a more decentral-
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ized approach. This calculation of the weights of each agent is done
after each data collection cycle, which is every hour for this particular
implementation.

Weight Agent

Sensor

Weight Agent

Sensor

Weight Agent

Sensor

Fig. 4. MAS with agents that determine the weight of individual sensors,
from Houssin et al. [7].

Scaling up from individual buildings, energy monitoring systems
can also be applied in smart campus environments. A smart campus
has the ability to adapt to the needs of various students, due to the
fact that the environment is outfitted with different networked devices
and sensors. These ubiquitous devices allow inferring, measuring, and
understanding environmental indicators [6]. The large amounts of data
that are collected in smart campus environments contain a lot of useful
information that is waiting to be mined. Anomaly detection on these
data streams can, for example, help reduce unnecessary energy waste
on the smart campus.

To this end, Weng et al. introduced a multi-agent system for
anomaly detection in electricity, water, and natural gas usage on a
smart campus [15]. An overview of the architecture in this approach
can be found in Fig. 5. In their proposed framework, metering de-
vices continuously collect electricity, gas, and water usage. Then, an
agent subsystem, consisting of an electricity agent, gas agent, and wa-
ter agent, is responsible for the detection of anomalies in the respective
consumption patterns. Each agent takes input from metering devices
(electricity, gas, and water), which feed into a long short-term mem-
ory (LSTM) and autoencoder-based model; each device functions as
an input node of the LSTM network. The agents then in turn can send
messages to user-facing applications, as well as controlling actuators
connected to the agent subsystem.

Electricity Agent Water AgentGas Agent

Agent Subsystem

Devices

Web & Apps

Metering Devices

(Electricity, Gas, Water) Sensors, Actuators

Fig. 5. MAS with independent agents responsible for different utilities,
by Weng et al. [15].

Another prevalent aspect of smart cities is parking lot management.
More and more parking lots are equipped with security cameras. These
cameras provide opportunities to create systems that exploit the infor-
mation in the camera feeds. This does not only include detection of
occupied parking spots, but also extends to anomaly detectiony, e.g.
detecting wrongly parked cars or cars that are parked across multiple
spots.

A paper by Masmoudi et al. introduced such a system using a multi-
agent design [11]. Their architecture is shown in Fig. 6. The system
assigns a parking agent (PA) to each parking lot, which is responsi-
ble for collecting the parking lot status and transmitting it to end-user
applications through a central server.

The PA is also responsible for initializing the position agents (PsA).
These agents represent and manage the three-dimensional bounding
box of each individual parking spot. During initialization, this bound-
ing box is detected from a camera. After initialization, the PA creates
a tracker agent (TA) tasked with the detection of moving vehicles us-
ing cameras. When the TA detects a vehicle, it creates a vehicle agent

(VA) representing the position and velocity of the vehicle. The VA
communicates its position and velocity to each PsA, and receives a
confirmation if the VA’s vehicle overlaps the PsA’s position.

Based on the information the PsA receives from a VA, it can then
decide on its degree of occupancy. Moreover, the PsA can communi-
cate with neighboring position agents to determine whether they also
detect an overlap with the same VA. If this is the case, the agents use
the communicated degrees of occupancy to decide whether a park-
ing anomaly has taken place. Finally, detected anomalies and parking
place statuses are communicated back to the PA to update the overall
parking lot status in real-time.

Mobile Apps

Parking AgentParking Agent

Vehicle AgentVehicle Agent

Tracker Agent

Position AgentPosition Agent

Central Server

Fig. 6. MAS with many collaborating agents, a central parking agent per
parking lot, and a central server for data collection, from Masmoudi et
al. [11].

3.3 MAS in other domains
We also found studies outside of the aforementioned domains. The
first of these is the system found in the paper by Serino et al. [13]. The
multi-agent system in this paper applies anomaly detection to crop
fields. Given a historical context, vegetation trends are found with
which anomalies can be identified.

The system employs a number of different agents each in charge of
a specific task. The data agents are responsible for collecting spectral
images and applying general preprocessing. These images are then
further processed by the param agents and the contextualizer agents.
It should be noted that the contextualizer agent stores its result in a
database, which forms the knowledge base of the system. This may in-
fluence the way the agents are able to be replicated since the database
may have to be scaled alongside it. Lastly, monitoring agents are re-
sponsible for detecting anomalies using that data. This agent will re-
ceive data from the param agents and query data from the knowledge
base made by the contextualizer agents. This means that even though
the system is able to scale its data retrieval and preprocessing horizon-
tally, we still need the data to be available on a specific monitoring
agent for it to actually be used. A diagram of the system can be seen
in Fig. 8.

The final approach we consider is the system designed by Brax et
al. [3]. It focuses on anomaly detection in the maritime surveillance
domain, a concrete example being the detection of an illegal fishing
operation. The system relies on both sensors and a database to provide
it with a real-time maritime map of ships in a given area. This is
then compared by a Rule Engine which is implemented using maritime
regulations.

Anomalies caught by this Rule Engine are then forwarded to their
multi-agent system for further detection. Each ship is represented in
the system as a ship agent. These agents serve as a connection between
the Rule Engine, human operators, and the anomaly detection algo-
rithm. These ship agents also interact with each other to try and spot
illicit behavior in collective groups of ships. Every type of anomaly
detected by the Rule Engine has its own corresponding anomaly agent
in the system. Every anomaly agent is accompanied by three param-
eter agents which each represent a different parameter. These agents
are initially set but are fine-tuned by the feedback of human operators.
Fig. 9 gives a visual overview of the described system.

How Multi-Agent Systems for Anomaly Detection Achieve Decentralization – Rick Timmer and Koen Bolhuis
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Param Agent

Monitoring 
Agent

Contextualizer 
Agent

Data  Agent Data  Agent Data  Agent

Satellite Satellite Drone

Fig. 8. MAS with independent agents responsible for the processing of
image data, by Serino et al. [13].

4 DISCUSSION

In the results, we have seen that the systems covered in our study all
have different ways in which they achieve a certain degree of decen-
tralization. There does not seem to be a correlation between the do-
main and the level of decentralization. An example of this are the
systems by Mohamed et al. and Kiani et al. [2, 8]. Even though these
two systems both belong to the domain of distributed power grids, the
former implements a centralized control system whereas the latter uses
self-governing agents.

Despite the fact that not every study explicitly mentions the reason-
ing behind the extent to which they apply different types of agents, we
can still draw conclusions. Given a system that is already designed, has
been developed, or both, one may want to decentralize certain parts of
the system piece-wise. Assuming that certain operations in a system
can be done independently of the rest given a set of parameters in a
given environment, the systems by Mohamed et al. and Serino et al.
[2, 13] are examples of such an approach.

Ship Agent

Anomaly

Agent

Parameter Agents Parameter Agents

Anomaly

Agent

Ship Agent Ship Agent

Rule Engine Operator

Fig. 9. MAS with independent agents analyzing ship behavior, by Brax
et al. [3].

Given a situation in which decentralization plays a larger role in the
system’s design, the system designer could tend more toward an ap-
proach similar to Masmoudi et al. [11]. Their system distributes the
level of control on several levels, assigning individual agents to spe-
cific, distributed tasks while maintaining centralized control in parking
agents and a central server.

Approaches such as the ones suggested by Shobole and Kiani et
al. [8, 14] are even more decentralized. A fundamental difference be-
tween these two studies is that in the first approach, a group of agents
is managed by a corresponding agent that also manages their config-
uration, while in the second approach the agents manage themselves
completely using their neighbors’ data as well as their own.

The system by Brax et al. [3] also sees agents cooperating with each
other. This is done by having each entity in the system represented by
a single agent. In addition, the paper by Houssin et al. [7] uses agents
where the neighbors are able to determine their own weight based on
the data of their neighboring agents, but without central governance.

DecentralizedCentralized

Mohamed et al. [2
 Domain: distributed power grid
 Control system: centralize
 Agent task: detect anomaly in 

dedicated area of the power gri
 Communication

 Agent - control system: calculation 
of fault distanc

 Agent - agent: fault location

Shobole [14
 Domain: distributed power grid
 Control system: centralized 

configuration agent
 Agent task: detect anomaly in 

dedicated area of the power gri
 Communication

 No communication between 
agents of the same kin

 Decisions made about hardware 
are passed through to agents 
responsible for the hardwar

 Cooperation: coordination agents 
have a one-to-many relation to the 
relay agents

Brax et al. [3
 Domain: maritime surveillanc
 Control system: decentralize
 Agent task: detect anomalous activities 

on maritime surveillance area
 Communication: ship agents 

communicate with each other to 
detect anomalies in a wider contex

 Separate entities: each monitored 
entity (boat) is represented by its own 
agen

 Source of truth: data is provided by a 
central source of truth

Houssin et al. [7
 Domain: smart building managemen
 Agent task: determine weight of sensor 

data in anomaly detectio
 Communication: agents collaborate to 

self-adjust their weights

Serino et al. [13
 Domain: agricultur
 Control system: centralized point in 

which processed data is store
 Agent task: detect anomaly in vegetation 

behavio
 Communication: agents form a pipeline 

providing their processed data to the 
next agent

 Asynchronous nature: param agent and 
contextualizer agent run separately from 
each othe

 Central anomaly detection: anomalies 
are detected from a central monitoring 
agent

Kiani et al. [8
 Domain: distributed power grid
 Control system: decentralize
 Agent task: detect anomaly in 

dedicated area of the power gri
 Communication

 Neighbor zone communication for 
sharing informatio

 Routed zone communication 
communication for broadcasting 
fault

 Collaboration: agents are divided into 
zones which determine their 
cooperation with each each other.

Masmoudi et al. [11
 Domain: parking lot managemen
 Control system: centralized per parking lo
 Agent tasks

 PA: collect and transmit parking lot statu
 PsA: manage bounding box and status of 

parking plac
 TA: detect moving vehicles, create vehicle 

agent
 VA: track vehicle positio

 Communication
 VA - PsA: overlap between vehicle and 

parking plac
 PsA - PsA: parking anomal
 PsA - PA: parking place status

Weng et al. [15
 Domain: smart campus energy managemen
 Control system: decentralize
 Agent task: detect anomaly in electricity, gas 

or water usag
 Communication

 No communication between agent
 Agents receive sensor dat
 Agents control actuator
 Agents send anomalies to apps

Fig. 7. Decentralization spectrum of multi-agent solutions for anomaly detection in networked systems.
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Meanwhile, the framework by Weng et al. considers agents that
operate alongside each other, consuming different types of data with-
out necessarily interacting with one another and without any sort of
centralized control system [15]. This framework is very general, and
while the application domain is the smart campus, such an approach
could be applied in many different settings where agents operate on
similar types of data streams but which come from different sources.

Finally, the different works used in collecting the results in this pa-
per can be placed on a spectrum where they are ordered from most
centralized to most decentralized. We have visualized this spectrum
in Fig. 7; we consider the left side more centralized and the right side
less centralized. In this figure, we see the system proposed by Mo-
hamed et al. which clearly makes use of a centralized system while
still distributing some tasks to the agents [2]. On the opposite side of
the spectrum, we placed the system found in the paper by Weng et al.
[15]. In this approach, the agents are able to function completely in-
dependently to try and complete their actions on a more fine-grained
level.

5 CONCLUSION

In this paper, we discussed multi-agent systems found in research pa-
pers which all offer a different level of decentralization based on their
design approach. Most of the multi-agent systems that were discussed
were quite similar in the level of decentralization achieved, with no
fully centralized control systems being in place. It was also notewor-
thy that the systems used in the distributed power grid domain all di-
verged in terms of decentralization, having both some of the lowest
and highest on the spectrum.

The extent to which agents are able to configure themselves and oth-
ers also contributes to the level of decentralization obtained. Having
the configuration handled by other parts of the systems, whether that
be traditional systems or other agents, will impact the system’s ability
to be distributed. On the other hand, if agents are left to do this for
themselves then other decisions have to be made, such as how agents
are related to each other on the network. Some ways in which this is
handled by the systems we reviewed included having their neighbor-
ing agents decided by their physical order, as well as grouping agents
via artificial network abstractions, to allow for broadcasting to any in-
terested agent.

6 FUTURE WORK

Our paper is a qualitative review of existing, mostly theoretical sys-
tem designs. As such, there is an opportunity to apply the study in a
more practical setting. For example, it would be interesting to create
or configure real-world implementations of the presented multi-agent
systems and compare their effectiveness when applied to the same do-
main.

Moreover, due to limitations in scope and time, we have not been
able to cover all prior literature. Performing a systematic literature
review could expand the list of studies as well as cover additional ap-
plication domains, in order to create a more comprehensive overview
of the solution space.
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Transferability of Graph Neural Networks
leveraging Graph Structures

Germán Calcedo and Somak Chatterjee

Abstract—Graph Neural Networks (GNNs) are a novel concept that utilises the power of neural networks and deep learning in graph
theory. Modern graphs can reach incredibly large sizes and complexities, thus making the job of GNNs much more difficult. To
address this, several generalisation techniques have been proposed that aim to mitigate common problems such as over-smoothing
or over-fitting of the graph classification predictions. Moreover, the concept of GNN transferability has been recently explored as a
pre-training mechanism to utilise features learned from one source graph into multiple target graphs. In this study, we investigate
whether the improvements of these generalisation techniques of GNNs can be transferred across multiple graphs. Specifically, we
perform this evaluation on graph structures such as k-hop aggregation trees and subgraphs generated by three of the most prominent
techniques: node masking, subgraph selection and augmentation-free graph representation learning (AFGRL).

Index Terms—Graph Neural Network, GNN, Transferability, Node Masking, Subgraph, Augmentation-Free Graph Representation
Learning, AFGRL.

1 INTRODUCTION

Graphs are the optimal way of representing and working with a wide
range of datasets, especially when these are comprised of distin-
guishable entities and clear connections between them. Traditional
examples of this are road networks [3] or social networks [14],
among others. Nevertheless, novel fields of study also benefit from
visualising data as a graph, like protein folding [5], abuse detection
[15], computer vision [6] or natural language processing [18].

Recently, several studies have leveraged the power of neural
networks in graph theory [11] [12] with effective results, allowing
for superior performance when predicting graph classification and
labelling by implementing generalisation techniques. This kind of
neural network is known as graph neural network (GNN). However,
a major issue is increasingly becoming noticeable as the size of the
concerning graphs expands continuously: training dedicated and
domain-specific GNNs can be costly.

To address this, various techniques have been proposed that
help in generalizing GNNs. In this study, we explore Node Masking,
proposed by Mishra et al. [16], Subgraph Selection, introduced
by Sun et al. [21] and Augmentation-Free Graph Representation
Learning (AFGRL) introduced by Lee et al. [13]. There are also
explorations into how learning from one graph can be used on an
arbitrary target graph. One of the more recent concepts is the use of
Transferability [8] [9] [19] as a pre-training procedure.

Our objective is to utilise the concept of GNN transferability
analysis as proposed by Zhu et al. [25] and apply it to graphs
representations for node masking, subgraph selection and AFGRL
with the aim to explore their transferability capabilities. Our con-
tribution is to gain an insight into the maximisation of knowledge
transfer when it comes to the different structures such as aggregation
trees and subgraphs generated by GNN generalisation techniques.
We will be introducing our own experiment in which we compare
the transferability for randomly generated graphs and then apply
node-masking, subgraph selection and AFGRL on these graphs and
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see how the transferability is affected.

The paper is organized as follows: Section introduces an out-
line of GNNs and knowledge transferability and explains our
objectives with this paper. Section 2 covers other work related to
representation of GNNs. Section 3 explains the concept of analysing
transferability of knowledge from one graph to another. Section
4 deals with the different techniques for GNN generalisation and
their resulting graph structures. Section 5 outlines the experiment in
which compare the transferability of graph structures generated by
node-masking, subgraph selection and AFGRL and we discuss the
results. Section 6 discusses the final conclusion, as well as the threats
to validity and future work.

2 RELATED WORK

Important aspects of unsupervised graph learning have been the
representation of GNN and GCN graphs which have been researched
extensively [21] along with feature learning of nodes and edges in
graphs [7]. The scalability of convoluted neural networks through
features such as graph edges has also been explored in terms of how
GCNs use first-order approximation of spectral graph convolutions
[12] to learn hidden layers of graph features and structures.

There has been much study on unsupervised graph learning on
GNNs and recently on how to generalise learning objectives on
Graph Neural Networks. The introduction of node masking [16]
and ego graph information maximisation is an attempt to generalize
the structures of aggregation trees to improve the performance of
inductive GNNs.

There have also been studies [25] on how the transferability of
a GNN can be maximised through the embedding of graph node
features. Methods and frameworks to generalize the properties of
graph nodes and edges have also been explored such as in [10] where
a framework to pre-train a GNN model using unlabelled data has been
used for generating graphs unsupervised.

3 TRANSFERABILITY ANALYSIS

According to Zhu et al. [25] the concept of Transferability Analysis
is based on the differences between the training objective’s abilities to
model a source GNN graph and a graph generated using its knowledge
based on the local Laplacians of the two. The paper describes the
output of a GNN as a combination of its input node features, its
laplacian and the local graph filters. It proposes to improve the graph’s
utility by learning the filters that are compatible with the other two
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components for a specific task.

In a direct-transfer setting, a GNN is pre-trained on a source
graph unsupervised and is applied on the target graph. The success of
the transferability depends on how similar the source and target graphs
are in structure and features so that the graph filters are applicable on
both graphs. The similarities between graph pairs are measured by
graph kernels and the paper introduces the view of a graph as samples
of the distribution of its k-hop ego graph features and structures. The
encoding of k-hop graph samples from GNN gives concrete structural
definitions to graphs which help in measuring the similarities. Since
it is not possible for the current GNN training objectives to recover
the distribution of ego-graphs, an approach known as Ego-Graph
Information Maximisation is proposed by the paper to reconstruct the
k-hop ego graph of each node via information maximisation.

3.1 k-hop ego graphs
A k-hop ego graph is a graph in which the k-layer expansion for a
node vi is such that the greatest distance between vi and any other
node in the ego-graph is k.

In a topological space of sub-graphs, a graph G is a viewed as
samples of k-hop ego-graphs {gi}n

i=1. The structural information of
G is stored in the set of k-hop ego graph {gi}n

i=1 and their empirical
distribution.

3.2 Ego graph information maximisation
The Ego graph information maximisation technique is used to
reconstruct distribution information for k-hop ego graphs by recon-
structing them for each node. Given a set of graphs (gi,xi)i, a GNN
encoder Ψ is trained to maximize the amount of mutual information
between the graph and the node embedding zi. Another discriminator,
D(gi,zi) : E(gi)× zi→R+ I, where E(gi) is the set of edges, is added
to maximize the mutual information by computing the probability that
a particular edge e belongs to gi.

As stated before, the transferability analysis is studying the dif-
ferences between the ability of the training framework to model the
source graph and target graph. The amount of similarities between the
source and target graph determines the success of the transferability.
In Zhu et al. [25], the transferability of the ego graph was facilitated
using the technique of Information Maximization. Figure 1 shows the
principle for transfer analysis by comparing a source graph G0 and
two target graphs G1 and G2. We aim to use the transferability anal-

Fig. 1: Transferability analysis framework [25]

ysis to observe the effectiveness of the training models for different
GNN models. In our case, we will be examining the similarities in
structures and properties of k-hop aggregation trees that undergo node
masking in Mishra et al. [16]. The idea is that since node masking
prevents repetitive aggregations of a node with the neighbours and
restricting the growth factor of a number of nodes. This is done by
masking certain nodes in the graph and not including them in the

resulting aggregation tree. We can check the similarities in structures
for the trees by comparing the compatibility of the graph filters on
each tree. If the graph filters are compatible for two aggregation trees,
then it can be assumed that the transferability between the two graphs
is higher, ie: Transfer learning is very likely to succeed on them.

We will also be using the transferability analysis to understand
the effectiveness of subgraph selection in generalizing GNN training.
Through the construction of a subgraph neural network and selecting
the optimal one to maximise the performance. Using the analysis to
compare the structural information between the graphs and finding the
similarities between them, we hope to further maximize the accuracy
of the subgraph-based GNN.

In essence, transferability analysis hopes to understand the sen-
sitivity of node features to changes in the graph structures by
establishing these features as functions of the graph structures and,
in the ideal case, to be able to map different features to different
structures. This way, we establish the compatibility of graph filters of
GNNs to different graphs. Our goal is thus to understand the compar-
ison between the features and structures of the graphs extracted using
GNNs that are based on node masking and subgraph selection. We
will be exploring what features are respecting of the graph structures
in our case.

4 COMPARISON BETWEEN GRAPH STRUCTURES

As transferability analysis measures the ability to utilise GNNs trained
on a source graph Gs in an arbitrary target graph Gt by examining the
similarity between the structures of both, we now explore the nature
of such structures generated by the techniques introduced by Mishra et
al. [16], Sun et al. [21] and Lee et al. [13], these being Node Masking,
Subgraph Selection and AFGRL respectively.

4.1 Node Masking
Node masking aims to mitigate two issues that arise when work-
ing with aggregation-based GNNs: generalisation and scaling.
Aggregation-based GNNs compute representation for a node by
iteratively combining the representations for its neighbours. This
course of action enables aggregation-based GNNs to capture and
extract knowledge regarding the structure of the concerning graph
effectively, as long as the conditions are right, as exposed in [23] and
[24].

Understanding and picturing how aggregation-based GNNs work can
be challenging. Thankfully, we can easily represent and visualise
them by utilising specific types of trees, as introduced in multiple
studies under different names like tree walks [2] or subtree patterns
[20]. We will, however, refer to these trees as aggregation trees,
for consistency reasons with our concerning study regarding node
masking [16].

4.1.1 Aggregation Trees
Aggregation trees are constructed for each node of a graph through
the concept of k-hops. A k-hop can be defined as the set of unique
paths that can be reached traversing k edges, starting from any given
node. Given a graph G = {V,E} where V is the set of vertices and E
is the set of edges, we then define an aggregation tree starting from
a node v. v ∈ V as T k

v , where k is the index of the k-hop used for the
such tree.

It is important to remark that there are multiple ways to con-
struct an aggregation tree. To enforce that only a unique tree can be
defined for each combination of v and k, we require the resulting tree
to follow two rules:

• For any given node in the tree, only one path can exist that con-
nects it to the root.

• The tree must have the lowest possible number of nodes.

Transferability of Graph Neural Networks leveraging Graph Structures – German Calcedo and Somak Chatterjee
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Fig. 2: A sample graph X

As an example, let us consider the graph in figure 2. If we compute
successive k-hops for the node C we obtain the aggregation trees de-
picted in figure 3. In essence, aggregation trees represent the structure

Fig. 3: Aggregation trees obtained from the graph X in figure 2

captured by an aggregation-based GNN, where the number of layers of
such GNN is equivalent to the biggest k-hop index of the correspond-
ing aggregation tree. This is proved by Mishra et al. [16] through their
Theorem 3.4.

4.1.2 Addressing generalisation and scaling
Let us now return to the concept of node masking. As we have men-
tioned before, the basic mechanism of action of aggregation-based
GNNs carries two main downsides.

First, as k-hops, and in turn aggregation trees, are constructed
based on previous iterations, interactions between neighbouring nodes
are amplified, thus affecting the ability of the GNN to generalise
beyond such structures. This is especially relevant for the root node,
as it gets aggregated with itself extensively. In figure 3, T 2

c shows the
aggregation of the root node C with itself on both branches of the tree.

Second, it is not difficult to observe that the number of nodes
of aggregation trees grows rapidly as k increases. This unbounded
growth results in the inability to effectively train large GNNs once a
certain threshold has been reached. This threshold is tightly related to
both the computational power of the training platform and the factor
by which the number of nodes grows when computing larger k-hops.

Node masking addresses both of these issues by minimising the
repetitive aggregation of a node with its neighbours and by decreasing
the growth factor of the number of nodes. This is achieved by ”mask-
ing out” specific nodes from the original graph and thus discarding
them from being included in the expansion of any aggregation tree.
Going back to our running example found in figure 2, suppose two
cases. In the first one, we mask node D from the graph X . In the
second one, we mask node B. Figures 4 and 5 depict these masked
graphs. If we now compute T 2

c in both cases, we observe that the

Fig. 4: Node D is
masked

Fig. 5: Node B is
masked

resulting aggregation trees differ between themselves and between the
original one in figure 3. Figures 6 and 7 represent both aggregation
trees. Examining now the obtained aggregation trees we can observe

Fig. 6: T 2
c with D

masked
Fig. 7: T 2

c with B
masked

that the amplification of the relations of a node with its neighbours is
minimised, as such neighbours are altered by the masking. We can
also conclude that the factor of growth of the total number of nodes
of the aggregation trees is reduced, as masking out nodes ultimately
leads to a lesser number of nodes being expanded. Thus, node
masking effectively addresses both the generalisation and the scaling
issues that arise from the course of action of aggregation-based GNNs.

We use the collection of structures generated by node masking,
i.e. the masked graphs and the resulting aggregation trees to perform
transferability analysis, with the objective of determining if node
masking improves the transferability for GNNs.

4.2 Subgraph Selection
Similarly to node masking, subgraph selection attempts to tackle
a series of issues regarding GNN training, mainly discrimination
and interpretability. This is, recalling the generalisation problem
described previously, the tendency of GNNs to over-smooth the
resulting graph representations, thus rendering the specific features of
graphs indistinguishable or to over-fit, augmenting certain structures
and resulting in a lack of sufficient interpretability.

Fundamentally, subgraph selection computes graph classifications
based on subgraph representations. By obtaining the classification in
this way, the subgraph-based GNN preserves graph properties and
structures, as this classification is directly dependent on the set of
elected sub-graphs. Therefore, the challenge of this approach, and
the performance of the subgraph-based GNNs are closely linked to
the optimal selection of subgraphs. Although several works utilise a
heterogeneous range of sub-structures like motifs [4] or edges [7],
we explore only GNNs with subgraph [21]. We refer to the desired
optimal graphs that maximise the performance of a subgraph-based
GNN as striking subgraphs.

To efficiently extract striking subgraphs, Sub et al. propose a
novel approach comprised of three distinct modules [21].

4.2.1 Subgraph Neural Network
Initially, we construct a neural network that aims to reconstruct a
sketch of the source graph through the combination of its striking
subgraphs. To better grasp the inner workings of this technique, let us
suppose we want to perform striking subgraph extraction on the graph
Y of figure 8. To build this neural network, we first sample a set of

Fig. 8: Another sample graph Y

subgraphs from our source graph. The sampling is parameterised by
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two values that act as upper bounds: n limits the number of subgraphs
that we sample and s restricts the amount of nodes in each of these
sampled subgraphs.

Suppose we perform subgraph extraction with n = 5 and s = 5.
We now sort all nodes by their degree, i.e. the number of edges
connected to each node, in descending order. For Y , we have the
following ordering: G, B, C, H, . . . , A, D, F, J. We now simply
take the n first nodes of this ordering and perform breadth-first search
until we reach s nodes for each subgraph. Figure 9 depicts the
five sampled graphs. The centre node for each of them is coloured
blue. A GNN-based encoder is learned to acquire and encode node

Fig. 9: Sampled subgraphs from Y

representations within the sampled subgraphs. This is the core
paradigm of this approach. These subgraph and node representations
are later used to compute the original source graph classification
without losing the interpretability of its properties and structures.

From the sampled subgraphs, we select those with prominent
patterns. This is achieved through a reinforcement pooling module,
covered in section 4.2.2, that favors subgraph encodings and represen-
tations that are largely retained when projected onto the complete set
of subgraph features. In other words, we select the set of subgraphs
that best sketches and covers the source graph.

Going back to our running example on graph Y , suppose we
end up selecting two subgraphs. There are clear differences on
which pair of graphs we select and how they sketch the original
source graph. The subgraphs centered around B and C share almost
all of their nodes, thus not covering the source graph effectively.
However, subgraphs centered around B and M only share two nodes,
in turn sketching the source graph Y with higher fidelity. Figures
10 and 11 show this difference. We now reconstruct a sketch of

Fig. 10: Section of Y covered by B and C centered sub-
graphs. Covered by B in red, C in blue and both in yellow.

Fig. 11: Section of Y covered by B and M centered sub-
graphs. Covered by B in red, M in blue and both in yellow.

the source graph by combining its striking subgraphs obtained in

the previous step. We denote this sketch with the label ske, in our
example, Y ske = {V ske, Eske}, where V ske is the set of sketched
vertices and Eske is the set of sketched edges. It is important to
remark that V ske and Eske do not refer to the vertices and edges
of the source graph. Instead, sketched vertices represent complete
striking subgraphs alongside their encodings, and sketched edges the
connections between them.

The set of striking subgraphs V ske is always included entirely
in the resulting sketched graph. Nevertheless, the set of connections
Eske is computed based on the connectivity between striking sub-
graphs. We measure connectivity as the number of common nodes,
i.e. overlap in the source graph, between two subgraphs. A threshold
bcom is defined to only include connections that meet the such
threshold in terms of connectivity. This is, any given pair of striking
subgraphs must meet bcom to have a connection in the sketched graph.
Therefore, Eske is defined as follows

Eske = {ei, j}, ∀ | V (gi) ∩ V (g j) | > bcom

where gi and g j are any two distinct elements from the complete set of
striking graphs {g1, g2, g3, . . . , gn} and ei, j is a connection between
the two.

Finally, we use the methods laid out by Veličković et al. [22]
to learn an attention mechanism that computes the embeddings for
each of the striking subgraphs. Basically, the attention coefficient
for each subgraph is determined by the mutual influence among
subgraphs that share its features. These embeddings are converted to
label predictions via a softmax function. The probability distributions
for each of the predictions are then combined. The index class with
the highest probability is determined to be the predicted label of the
source graph.

4.2.2 Reinforcement Pooling Module
As we have stated before, the main challenge in Subgraph Selection
is optimising and constructing the set of subgraphs to include in the
subgraph neural network model. To address this, a reinforcement
learning pooling module is leveraged to select the best-performing
subgraphs.

To achieve this, the reinforcement pooling module receives re-
ward signals from the subgraph neural network as predictions are
computed during training. Such a process tunes this module to select
subgraphs that capture important features from the source graph.
This carries a major advantage: the selection process is independent
of the size and structure of the input subgraphs, thus improving the
generalisation capabilities of Subgraph Selection.

4.2.3 Self-Supervised Mutual Information Module
To measure the expressive ability of the representations computed
by the subgraph neural network, we utilise the concept of mutual
information. Mutual information is, in essence, the quantification of
the mutual dependency between two variables. In our specific case,
our variables are the representations of the local striking subgraphs
and the global source graph.

We seek to maximise the mutual information between both rep-
resentations. To do so, the estimator proposed by Nowozin et al. [17]
is exploited, which takes pairs of subgraph-graph embeddings as input
and computes whether they both belong to the same graph. As a quick
overview, figure 12 illustrates how all three modules interact with
each other to perform Subgraph Selection. We take the set of striking
subgraphs as the collection of structures to perform transferability
analysis.

4.3 Augmentation-Free GRL (AFGRL)
AFGRL is a self-supervised learning technique introduced by Lee et
al. [13] to create alternate views of a graph by taking into account
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Fig. 12: Subgraph Selection architecture, inspired by [21]

the relational-inductive bias of its structural data as well as its global
semantics. This is done by only considering nodes that can be con-
sidered as positive samples of node representation, i.e.: nodes which
share similar representations in the node embedding space. The node
embedding is performed by an online and target encoder, fθ and fξ
respectively, that uses the adjacency (A) and feature (X) matrices of
the original graph as inputs. The encoders then compute the online
and target representations of the graph, denoted by Hθ = fθ (X ,A) and
Hξ = fξ (X ,A). For a given query node vi ∈ ν in graph G , the cosine
similarity is computed between the other nodes by:

sim(vi,v j) =
hξ

i .h
θ
j

∥ hξ
i ∥ ∥ hθ

j ∥
,∀v j ∈ V

Given this knowledge about the representation similarity, the idea is
to search for k-nearest-neighbours for each query node vi and denote
them as a set Bi. The idea is that one can expect that the nearest neigh-
bours in the representation belong to the same semantic class as the
query node. Figure 13 shows the workflow of the framework. Using

Fig. 13: AFGRL framework [13]

a predictor qθ , Hθ is projected to a predicted embedding Zθ which is
used to compute the total loss along with Hξ
Although the initial set of positive samples can serve as a reasonable
candidate for vi, there are still problems with it, namely:

• 1. Bi does not take advantage of label information as the set
contains samples which are not semantically related to the query
node.

• 2. Only considering the nearest neighbours in the representation
space neglects structural information inherent in the graph and
the global semantics of the graph

To address these problems, the framework introduces a mechanism to
filter out false positives and capture the local structural information
and the global semantics of the graph is introduced.

4.3.1 Capturing Local Structural Information
In order to filter out false positives from the k-neighbours search, the
local structural information among the nodes is used. The structural
information is presented in the form of an adjacency matrix which
presents the relative inductive bias. This means that for the given node,
its adjacent nodes Ni tend to share the same label. The local structural
information is denoted as the intersection of the sample set of nodes
and the adjacent nodes of the query node, Bi∩Ni. This set of positives
is called the local positives of the query node.

4.3.2 Capturing Global Semantics
In order to capture the global semantics, a clustering technique is used
with the intention of discovering non-adjacent nodes with similar
semantic information as that of the query node. This discovery
is done by applying a K-Means clustering algorithm to the target
representation Hξ to organize and cluster nodes into a set of K
clusters. This is denoted by G = {G1,G2, ...GK} and the cluster
assignment of hξ

i , ie: vi ∈ G
c(hξ

i )
is denoted by c(hξ

i ) ∈ {1....K}.

The next step is to consider the set of nodes that belong to the
same cluster as vi as the one that is semantically similar globally.
The set of nodes that belong in the same cluster as vi is denoted by
Ci = {vi | v j ∈ G

c(hξ
i )
} The final step is to obtain the intersection

between the nearest neighbours and the semantically similar set
and denote this set, Bi ∩Ci as the set of global positives. What
this implies is that nodes that are the nearest neighbours of vi and
belong in the same cluster are considered globally positive neighbours.

It is important to note that the clustering algorithm is sensitive
to centroid initialization. Therefore, it is important to perform the
algorithm multiple times to ensure robustness of the clusters. In
essence, the K-means algorithm is performed M times to obtain M
sets of clusters.

The goal is to obtain a set Pi of real positives which is a union
of the sets of local and global positives. This is denoted by

Pi = (Bi∩Ni)∪ (Bi∩Ci)

Wrapping up, the graph structures that we will use from AFGRL for
the transferability analysis are the query nodes, the real positives and
the edges between them.

5 EXPERIMENTS

Having explored the generalisation techniques that we are concerned
about, these being node masking, subgraph selection and AFGRL, we
now lay out the experiments that we use to test their transferability
capabilities.

We perform transferability analysis with a source graph against
a series of target graphs, first on the source graph itself and then on a
set of possible graph structures generated through the techniques.

We would like to make a special remark in that the implemen-
tation of such techniques exceeds our current level of understanding
and the time span of this study. However, we do have a grasp on the
nature of the generated structures and we can create a usable sample
accordingly.

As our dataset, we use a widely utilised graph collection: the
Facebook social circles provided by Stanford University.[1].

5.1 Our implementation of transferability analysis
Following the guidelines proposed by Zhu et al. [25], we now
describe the methodology we have followed to implement our own
version of the transferability analysis, levering the k-hop ego graphs
of a structure, i.e. its degree distribution.
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Suppose we aim to measure the transferability between two
graph structures. We denote this measurement by the symbol T H

G ,
where both G and H are graph structures. T H

G is the result of the
transferability analysis between G and H.

First, we compute the degree for each node in both graphs, i.e.,
the number of connections of each node. We then construct the
probability distribution PD of each possible degree across each graph.
For any given degree k, its corresponding probability pk is computed
as follows

pk = Nk / N

where N is the total number of nodes in the structure and Nk is the
number of nodes with k degree.

From this point onwards, we will refer to the probability distri-
butions of graphs G and H as PDG and PDH respectively. We now
compute the weighted average probability distribution PDW between
PDG and PDH . Both graphs are assumed to have the same weight.

PDW =
1
2
(PDG +PDH)

The transferability analysis introduced by Zhu et al. [25] leverages
the Jensen-Shannon Divergence between PDG and PDH , which is
bounded between 0 and 1. Values close to 1 indicate a high divergence
between both graph structures, thus suggesting low transferability.
On the contrary, values close to 0 indicate low divergence and high
transferability. The Jensen-Shannon Divergence JSD between two
probability distributions P and Q is computed as follows

JSD(PDP ∥ PDQ) =
1
2
(KL(PDP ∥ PDW ))+

1
2
(KL(PDQ ∥ PDW ))

where PDW is the weighted average probability distribution between
P and Q and KL is the Kullback-Leibler Divergence between the
distribution of one of the analysed graphs and the weighted probability
distribution. The Kullback-Leibler Divergence is a numerical value
that can be obtained in the following way

KL(P ∥ Q) = ∑
x ∈ X

P(x) log
(

P(x)
Q(x)

)

where P and Q are probability distributions and X is the sample space
on which they are defined.

Our final measurement of transferability is determined by

T H
G = JSD(PDG ∥ PDH)

5.2 Results
We now present the results of performing the transferability analysis
between a set of target graphs and two source graphs. We compare
four structures of the source graph.

• Base: the source graph as is.

• NM: graph structures derived from Base with node masking.

• SS: graph structures derived from Base with subgraph selection.

• AF: graph structures derived from Base with augmentation-free
learning.

Graphs are denoted by Fn(N,E), where n is the name of the graph in
the dataset, N is the number of nodes of such graph and E the number
of edges. In blue, values that outperform the graph as is. In red,
graphs structures that perform worse. In bold, the best transferability
achieved for each target graph.

We first present the results of taking F107(1034,53498) as our
source graph.

Target Graph Base NM SS AF
F0(333,5038) 0.3072 0.2835 0.2933 0.2767

F348(224,6384) 0.1840 0.1952 0.1867 0.1923
F414(150,3386) 0.2997 0.2669 0.2567 0.2493
F686(158,3312) 0.2593 0.2443 0.2489 0.2476

F698(61,540) 0.5416 0.5188 0.5151 0.5202
F1684(786,28048) 0.1107 0.1090 0.1113 0.1077
F1912(747,60050) 0.1623 0.1704 0.1617 0.1599

F3980(52,292) 0.6316 0.6190 0.6174 0.6233

Table 1: T H
F107

values, where H is a target graph

Finally, these are the results of taking F3437(534,9626) as the source
graph.

Target Graph Base NM SS AF
F0(333,5038) 0.0935 0.0920 0.0889 0.0895

F348(224,6384) 0.1474 0.1952 0.1456 0.1678
F414(150,3386) 0.1432 0.1426 0.1478 0.1387
F686(158,3312) 0.1034 0.1138 0.1089 0.1055

F698(61,540) 0.2529 0.2426 0.2433 0.2412
F1684(786,28048) 0.1635 0.1709 0.1670 0.1692
F1912(747,60050) 0.3752 0.3760 0.3685 0.3622

F3980(52,292) 0.3957 0.3355 0.3890 0.3840

Table 2: T H
F3437

values, where H is a target graph

6 DISCUSSION

From the results depicted in tables 1 and 2 we can conclude that
transferability is generally improved when testing it on the explored
graph structures.

The techniques tend to perform better when the source graph
has a larger number of nodes and edges. This can be expected, as a
larger graph can contain more diverse and heterogeneous structures
on which to train a GNN. This diversity gets reflected in the set of
graph structures that are generated through the different techniques.

Finally, augmentation-free learning yields the best results when
it comes to transferability, with node masking and subgraph selection
performing similarly, but slightly worse.

6.1 Threats to validity
Possible threats to validity regarding this study encompass different
aspects. First, the risk of not having properly implemented the proce-
dure to perform the transferability analysis. Second, the selection of
the dataset and the source and target graphs within it may not be opti-
mal or might have included some undesired bias or skew in the results.
Lastly, the sample of graph structures we have generated for each of
the techniques may not accurately represent the real set of structures
that is obtained when performing the actual techniques and not just a
rough sampling.

6.2 Future work
As this is a novel field of study, there are various interesting paths to
continue this study forward. More datasets can be explored to make
the results more robust. The generation of the sample graph structures
can be refined or, if within reach, complete implementation of the al-
gorithms and techniques proposed in the papers can certainly reduce
the risks of utilising a non-optimal sample. As novel techniques are
proposed, transferability analysis can be performed on them to com-
pare the results with previous experiments.
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Deep Learning for Leakage Detection in Water Networks:
A Comparative Study

Van Riemsdijk, Chris, and Julian Pasveer

Abstract—Water leaks in Water Distribution Networks (WDNs) are of paramount importance since water is a crucial resource for all
life on earth. As we are growing as a population as a whole, it is necessary to have efficient management of water resources. This
comparative study explores the state of the art regarding methods and algorithms used in order to detect water leaks in WDNs. All
methods discussed in this comparative study use deep learning, where we focus on approach and methodology. We analyze, discuss
and if needed discuss the methods for leakage detection. These methods consist of acoustic, pressure, and water flow sensor data.
This data is fed to deep learning algorithms. The algorithms analyzed are deep neural networks, convolutional neural networks, and
recurrent neural networks. We come to the conclusion that many of the aforementioned models have the capabilities to solve the
leakage detection task, but they are highly dependent on the form that the input data takes.

Index Terms—Water Distribution Networks, Deep Learning, Deep Neural Networks, Leak Detection

1 INTRODUCTION

Leakage detection in water networks is paramount since water is a
crucial resource for all life on earth. As we are growing as a popula-
tion as a whole, it is necessary to have efficient management of water
resources. Distributing water is done by water distribution networks
(WDNs). These networks, consisting of water pipes, are mostly lo-
cated underground and are therefore difficult to maintain. Due to, for
example, the aging of the pipes or corrosion, leaks can form in these
pipes. This can cause huge losses of water, resulting in economic prob-
lems. The percentage of the loss of water is between 15% to 50% [9].
Preventing water leakage is therefore a state-of-the-art research topic.

Deep learning has shown in multiple areas – computer vision, audio,
natural language processing – that it can be a great estimator for many
tasks. Where in classic machine learning (ML) we use a feature ex-
tractor, in deep learning (DL) feature extraction is done by the model
itself. Due to this, a DL model is able to extract the important features
from a WDN itself. Moreover, DL models contain the capability to
model non-linear relationships for input vectors, which is the case for
WDNs. Currently, ML and DL approaches exist for leakage detec-
tion. In the case of ML we observe artificial neural networks (ANNs)
and for DL we notice recurrent neural networks (RNNs) such as long
short-term memory (LSTM) models.

This paper will function as an analysis of the current state-of-the-art
leakage detection models. These involve both machine and deep learn-
ing. The methods analyzed will be compared in order to find the best-
fitting method/algorithm.

We begin by describing the state of the art regarding algorithms and
methods that detect water leakages in WDNs in section 2. After that
will follow a comparison between said algorithms and methods, which
can be found in section 3. Finally, we will give our conclusion in sec-
tion 4.

2 STATE OF THE ART

In this section, we will go over the current state of the art regarding
the algorithms and methods that have been invented in order to pre-
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c.m.van.riemsdijk@student.rug.nl.

• Julian Pasveer is with Rijksuniversiteit Groningen, E-mail:
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vent water leakage in WDNs. In subsection 2.1 we will elaborate on
leak detection systems that incorporate acoustics, whereas in subsub-
section 2.2.1 the focus lies on pressure and water flow.

2.1 Leak detection systems using acoustics
When a leak occurs in a pipeline, there are sounds that are emitted.
These sounds are called acoustic emission (AE) signals. These sig-
nals, or waves, can be recorded by AE sensors. The signals that are
being picked up can indicate leaks. In the past, researchers have used
handcrafted features and created models from these AE waveforms to
do leak detection [1]. Examples of such models are support vector ma-
chines (SVMs), and artificial neural networks (ANNs), next to models
also tests are used such as Kolmogorov–Smirnov (KS) [8, 2]. These
approaches are successful but do struggle with noise that is present in
the data. However, as we observe in many areas of DL, humans are not
capable enough to extract the proper features for a particular problem.
This section will analyze two papers that came up with solutions that
include the use of DL for detecting leakage in WDNs. The first pa-
per, [10], introduces an AI-based method and compares three machine
learning algorithms. The authors of the second paper, [1], decided to
use DL to extract features from the data and to classify if leakage is
present in the pipeline.

The Metropolitan Waterworks Authority (MWA), together with the
National Electronics and Computer Technology Center (NECTEC),
developed an AI-based leak detection device as well as a model that
can filter out sounds that are created by water leakage from normal wa-
ter flow in water pipe sounds. A platform was created, which consists
of 4 parts. These include a smartphone, an acoustic rod/microphone, a
cloud server, and a local server. The acoustic rod/microphone detects
water leakage sounds, and sends the information to the smartphone,
with whom a user can interact. The information is then sent to the
cloud server.

2.1.1 Comparing machine learning algorithms

The leak detection method used is AI-based and can be separated into
two phases. These are the training phase and the detection phase. The
training phase needs input from the repair team, who provide the lo-
cations where sounds were collected. Both the target data and sound
data are given to the machine learning algorithms in order to find the
optimal model that accurately distinguishes leakage sounds from non-
leakage sounds [10]. The detection phase sends the information, re-
garding whether it is actually a leak or not, to the maintenance team.
The paper compares three machine learning algorithms. These include
Support vector machines, Deep neural networks (DNN), and Convolu-
tional neural network (CNN). Since SVM performed poorly, and over-
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all is known to be less effective than DNN and CNN, we will not dis-
cuss it.
A DNN is an Artificial Neural Network (ANN), but has multiple hid-
den layers [10], resulting in a “deep” architecture, as can be seen in
Figure 1. These hidden layers contain nodes, and all the nodes that

Fig. 1. DNN structure, image adopted from [10]

are in a specific layer are all connected to the following nodes in their
next layer. This structure can therefore be called “fully connected lay-
ers” [10].
A CNN is different from an ANN in the sense that it has additional
layers, which are called “convolutional layers”. These layers can gen-
erate representative features of the given input data [10].

Fig. 2. CNN structure, image adopted from [10]

As can be seen in Figure 2, all the convolutional layers are generated
by the input data. This is done using filters to generate features. CNN
then uses the fully connected network for further learning features.
The data classification performance among DNN and CNN is done
using real-world leakage and non-leakage sound data, which ended up
being a total of 108,481 samples.

Table 1. Performance of DNN and CNN, data adopted from [10]

Training:
Training Method Sensitivity Specificity Accuracy (%)

DNN 0.9966 0.9974 0.9970
CNN 0.9976 0.9961 0.9969

Testing
DNN 0.9374 0.9618 0.9489
CNN 0.9317 99643 0.9471

2.1.2 Results

As can be seen in Table 1, the accuracy of both methods is very high
and adjacent. Vanijjirattikhan et al. also generated confusion matrices
in order to further compare the methods. A confusion matrix helps
to visualize the true and false positives, as well as the true and false

negatives. As can be seen in Table 2, DNN gave a good outcome with
only a few true negatives and false positives.

Table 2. Confusion matrix DNN

Testing Data (DNN)
Positive Negative

Positive 16175 1081
Negative 590 14856

Table 3. Confusion matrix CNN

Testing Data (CNN)
Positive Negative

Positive 16085 1179
Negative 551 14887

Table 3 shows that CNN, just like DNN, gives very good results with
also few true negatives and false positives. As stated in Vanijjirattikhan
et al., CNN and DNN give very similar results, but there can be a
distinction between the two methods. Even though both methods give
similarly good results, we have to take their complexity in mind. CNN
is more complex than DNN and thus Vanijjirattikhan et al. decided to
use the DNN algorithm for their maintenance activities and concluded
that DNN was similar in accuracy in comparison with professional
operators using conventional methods [10].

2.1.3 Leak Detection using Acoustic Emission waveforms
Ahmad et al. propose a pipeline to classify leak detection by AE wave-
forms. Before the data can be used from the AE sensors, the wave-
forms are transformed into images. This is done by a process called
continuous wavelet transform (CWT). CWT is a process that takes the
waveforms and transforms them into a time-frequency domain. [4].
These time-frequency scales result in a scalogram that can transform
into a 3D image as seen in Figure 3

Fig. 3. Original signal to scalogram by CWT, image adopted from [3]

The proposed method was to use the final CWT image as input to the
novel introduced pipeline containing a CNN and a convolutional auto-
encoder (CAE) resulting in a CNN-CAE pipeline. The CNN is built
to extract local features, whereas the CAE will be able to construct the
global features. These features are then merged and used as input to
an ANN where classification is the final task to classify “Leak” or “No
leak” turning this problem into a binary classification problem. The
proposed pipeline can be seen in Figure 4

2.1.4 Global features: CAE
An autoencoder consists of 2 parts. An encoder and decoder. The
function of an encoder is to extract the input to a latent space. This
latent space is a low-dimensional representation of the input, then the
decoder is used to upscale this low-dimensional representation to the
original input image. Through this process, the mapping from input
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Fig. 4. Pipeline proposed by Ahmad et al.

to latent is learned by the encoder, this is used by the authors of [1]
to get the global features from the scalograms of the AE signals. The
decoder is only used for training the CAE, as this will give the loss
to back-propagate through the network and therefore give the correct
feedback to the encoder part. The CAE proposed by Ahmad et al. has
4 convolutions combined with max-pooling layers, for the encoder.
Then a flatten layer of size (512,1) which is the dimension of the la-
tent space. The decoder is then the exact opposite, with 4 transposed
convolution layers. returning to the original image dimensions. At the
end of training this CAE, we end up with a network that produces a
feature vector of size 512.

2.1.5 Local features: CNN

The CNN proposed by Ahmad et al. is really similar to the CAE. It
has the same four convolutional layers with a combined max pooling
layer. The shape in the final is, (8,8,8) this means that the final layer
has a 512 feature vector. As said previously, the CNN in this model
is used to extract the local features from the scalogram. The rectified
linear unit (ReLU) is used as an activation function throughout the
layers to introduce non-linearity. The authors of [1], that are using this
architecture, will extract the local features.

2.1.6 The final step: classifying

From the CAE and CNN, we get a combined feature vector of size
1024. This is then forwarded to a shallow artificial neural network
(ANN). This shallow network has an input layer with 1024 nodes, 1
hidden layer of 512 nodes, and an output layer of 2 nodes represent-
ing leak or no-leak. Both input and hidden layers introduce dropout to
add regularization to the model. Finally, we use the “SoftMax” activa-
tion function and the binary cross-categorical entropy loss to train the
network.

2.1.7 Results and discussion

For the experiment, Ahmad et al. used its own experimental industry
setup where they would artificially create data samples that have leaks.
The data were obtained at pressures of 7 and 13 bar. 240 samples for
each pressure, respectively. Where 50% contained leaks in the time
series and 50% were no leak samples. Then n-fold cross-validation
was performed on 70%, 30% splits for n = 10. The proposed method
was compared with 3 other methods: FFT-CNN, CWT-LSTM, and
CWT-LSTM. Where FFT is the fast Fourier transform. The results are
seen in Table 4 and Table 5

Table 4. Performance of proposed and other methods on leak size of
0.3 mm and pressure of 7 bars. Data adopted from [1]

Leak size 0.3 mm, pressure 7 bar:
Metric Proposed FFT-CNN CWT-LSTM CWT-SVM (%)

Accuracy 98.4% 96.67% 90.1% 90.33%
Precision 96.8% 96.69% 91.0% 91.0%

Recall 97% 96.6% 90.5% 91.93%
F1 Score 97.63% 96.67% 90.7% 91.53%

Table 5. Performance of proposed and other methods on leak size of
0.5 mm and pressure of 13 bars. Data adopted from [1]

Leak size 0.5 mm, pressure 13 bar:
Metric Proposed FFT-CNN CWT-LSTM CWT-SVM

Accuracy 96.67% 93.33% 87.67% 95.33%
Precision 95% 94.0% 85.0% 94.1%

Recall 95.27% 93.33% 88.27% 93.33%
F1 Score 95.3% 93.27% 86.3% 94.27%

As we can observe, the proposed method by Ahmad et al. outper-
forms all other reference methods. The authors claim that this is due
to the more extensive and better feature extraction compared to the
other methods. Although this could be true, there is some skepticism
from us due to multiple reasons. First, the dataset only contained 480
samples, for a DL model this is little. Especially when the data is
created in an artificial environment where the data can contain similar-
ities between every sample. This leads to a non-diverse dataset which,
of course, deep learning models can easily adapt to if the data is too
similar. Moreover, the implementation details of the other reference
methods are not given and do not allow for reproducibility and might
raise questions if the architectures are tuned to the designed problem.
However, the results seem promising for the proposed problem.

2.2 Leak detection using data from WDN features

Sound is not the only feature to detect leakages, a WDN has many fea-
tures about the water flowing through its network. Literature suggests
that by looking at features from the WDNs we can also extract useful
information to detect and sometimes localize leaks. Two of the most
prominent features to observe are water pressure and water flow. The
distinction between the two is subtle but important. Pressure relates to
the force that flows through a pipe, whereas flow relates to the amount
of water in that same pipe.

In this section, we will review and discuss two different papers in the
respective areas. Javadiha et al. propose a pipeline that finally can de-
tect leaks via a CNN pipeline. Whereas Lee and Yoo use historic time
series data in combination with a recurrent neural network (RNN) to
create thresholds for the real data to detect leaks.

2.2.1 Leak localization using pressure measurements

Certain leakage detection methods make use of pressure sensors. This
is also used in Javadiha et al. Water pressure sensors are cheaper than
conventional flow sensors and, moreover, are easier to install. Further-
more, there are also fewer pressure sensors necessary than conven-
tional ones. Javadiha et al. propose a method that uses Deep Learning
for analysis and exploration through the map representation of pres-
sure residuals of the WDN. Javadiha et al. assume that the leak local-
ization step is done correctly by an efficient method and hence does
not care much about this part.

2.2.1.1 Proposed method

The proposed method can be found in Figure 5.
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Fig. 5. Leak localization scheme proposed by Javadiha et al., image
adopted from [6]

The scheme itself serves as an overview of the proposed method. For
the sake of the scope of this paper, we are only interested in the final
step, which is the Deep Learning Classification step. Javadiha et al.
propose to use a Convolutional Neural Network for image classifica-
tion. To make sure that precise classification is achieved, Javadiha et
al. created a framework architecture for CNN.

Fig. 6. CNN architecture, image adopted from [6]

This architecture is often seen in CNNs since the architecture of a
CNN usually consists of (several of) these layers. Javadiha et al. de-
scribe that the data training set has to be split into batches. The CNN
will then train through these data batches, after which it shuffles the
data. This is done in order to avoid over-fitting. Furthermore, to en-
hance the accuracy, Javadiha et al. make use of the Bayesian Theorem
and apply it recursively.

The training process was done using the Deep Learning Toolbox of
Matlab. A data set consisting of 20 days of samples was used. The
CNN operation was validated using 15% of random data [6]. When
the CNN model was calibrated, the testing could start. Javadiha et al.
make use of a confusion matrix (Γ) in order to assess the results. The
rows are used to indicate the leak scenario, whereas the columns show
which leak is located by the leak localization method [6]. Such a ma-
trix its accuracy can be assessed by the following equation:

Ac = ∑nn
i=1 Γi,i

∑nn
i=1 ∑nn

j=1 Γi, j

Furthermore, [6] make use of the Average Topological Distance
(ATD). This is used in order to assess the leak localization perfor-
mance in WDNs. The ATD is the average value of the minimum dis-
tance which is in between the nodes that have a leak and the node
candidate proposed by the leak localization method. The ATD can be
calculated with the following equation:

AT D =
∑nn

i=1 ∑nn
j=1 Γi, jAi, j

∑nn
i=1 ∑nn

j=1 Γi, j

[6] put all the obtained values of the Accuracy and the ADT in a table
to check the results. The results can be seen in Table 6. As is clear

Table 6. Obtained Accuracy and ADT performance indicator results.
Data adapted from [6]

Accuracy ADT
Num. of sensors H=1 H=24 H=1 H=24

4 47.27 56.14 1.487 0.9969
5 56.09 66.26 0.8625 0.5269
6 74.33 81.41 0.3297 0.1994
7 75.59 81.05 0.2823 0.1465
8 77.91 89.2 0.2751 0.1080

10 82.21 91.58 0.2168 0.0842
12 87.81 94.13 0.1438 0.0586

from the table, as soon as the number of sensors increases (as well as
the time H), the accuracy increases and the ATD decreases. As is clear
from these numbers, the results are promising. [6] do address the fact
that their method its accuracy might be vulnerable to large amounts of
nodes and uncertainties, as could is often the case in real WDNs.

2.2.2 Leakage detection based on inflow meter data
Lee and Yoo state that leaks in water networks can affect consumers
for at least 12 hours to several weeks in Korea. Primary tasks such as
draining, and restoring, these networks are easy and require little to
no time. However, the essential task of accurately detecting leak acci-
dents while also being able to pinpoint the exact leak position is still
an ongoing process. A reliable leak detection system should have the
properties mentioned earlier, while also raising little to no false alarms.
Therefore, the authors decided to go for a data-based deep learning ap-
proach based on recurrent neural networks (RNNs) combined with a
multi-threshold model to have more robustness to false positives. The
specific model, called “long short-term memory” (LSTM) is from the
RNN family. LSTM is popular as it solves the vanishing gradient prob-
lem for RNNs and is able to use previous input to make predictions.

2.2.2.1 Approach
Lee and Yoo focus their research on water flow. Water flow is the
amount of water that is going through the WDN pipes. A measure
for this is cubic meters per day (CMD). The authors propose a four-
step pipeline; 1) Data preprocessing. 2) Flow prediction using the
deep learning method RNN-LSTM. 3) Creating boundaries from the
predicted flow using multi-threshold classification. 4) From this we
can do real-time leak recognition. We will go through them one by
one in the following subsections. However, this pipeline enables the
following graph to be constructed:

Fig. 7. Graph of all flows determined by the data from step 1. The
multi-threshold classification is based on the predicted values from the
RNN-LSTM. The measurement value is the value captured in real-time.
The detection zones show where the measured value is higher or lower
than the thresholds. Image adapted from [7]

2.2.2.2 Data preprocessing
As we are dealing with time-series data over multiple days, the authors
used data preprocessing. The data consists of 5-minute readings per
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day with their corresponding CMD. To train the model, the data is
split up into 3-day readings, where every 5 minutes of the previous
day will predict the 5 minutes for the day that is to be predicted. An
example of this can be seen in Table 7.

Table 7. Performance of proposed and other methods on leak size of
0.3 mm and pressure of 7 bars. Data adapted from [1]

Example of data as input to the model
Time Day 1 Day 2 Day 3 Prediction day
0:05 3 4 1 → ?
0:10 4 4 3 → ?
0:15 2 3 3 → ?
0:20 5 4 4 → ?

2.2.2.3 Flow prediction using RNN-LSTM
As said earlier, Lee and Yoo use a RNN-LSTM model to predict the
water flow in the WDN. The LSTM cell has risen in popularity in
the last few years, as it solves the gradient vanishing problem that
RNNs mostly have. Moreover, due to its architecture, it is able to give
meaning to historical data, known as context. This is helpful as we
use this historical data in the training and inference steps to predict the
water flow. An example of a LSTM cell can be seen in Figure 8

Fig. 8. LSTM cell architecture, image from [7]

The three highlighted regions show how the LSTM cell can keep track
of historical data with its internal weights. This is done in the forget-
, input- and output-gate. These gates have internal weights that are
trainable and thus can manage how much weight is given to historical,
input, and output data.

2.2.2.4 Multi-threshold classification
From the preprocessed data, a LSTM model was trained to make pre-
dictions for 5-minute segments. This yields a vector of predictions
over a single day. However, the real ground truth of the measured
water flow lies around this prediction. Therefore, we need to create
a threshold region where the measured value is still “acceptable”, or
in other words, there is no leak as seen in Figure 7. There are multi-
ple ways to do this in the literature but Lee and Yoo chose to use the
X̄ chart method with different confidence intervals (99%, 95%, 90%).
The paper does not go into detail about which interval was the best,
however, they state that empirically the best confidence interval was
chosen.

2.2.2.5 Results
To get the best model hyperparameters the authors did an empirical
search for the best parameters. For this, a metric is needed. The metric

that was used to compare certain hyperparameters was: mean average
precision error (MAPE). MAPE is given by the following formula:

MAPE =
100
N

N

∑
i=1
|Xt − X̂t

Xt
|

A lower MAPE score results in a better model. Lee and Yoo found
that 120 epochs and a batch size of 60 showed the best results. The
authors trained the model on real data from a WDN in South Korea.
Their training set consisted of the days between the 13th and 22nd of
January. Then the test data was only from the 23rd of January. The
authors split the data up into 6 zones. The results show that 5 of the 6
zones had an accuracy of leak detection over 90%, and the remaining
zone had an accuracy of around 40%. The authors explain that the
cause of the low accuracy in one of the zones is the shortage of data.
As the authors use real data and only had 10 total days of data, this
is understandable, but this might implicate that the other zones are
performing well while overfitting has happened.

3 DISCUSSION & COMPARISON

Multiple deep learning architectures have been used to detect and
sometimes localize water leakages. The papers discussed in this com-
parative study either used pressure, flow, or acoustics as input data to
feed to the deep learning models. The deep learning models that have
been used are CNN, CAE, DNN, and RNN-LSTM. In this section,
we want to discuss and/or compare the model architectures from the
literature study.

3.1 Convolutional neural networks

Convolutional neural networks have shown in many areas that they are
quite proficient in solving tasks. Examples of such areas are vision
and audio. Many of these tasks involve an image as input. Observ-
ing the papers about acoustic emission and water pressure, we see that
CNNs are mostly used to extract the local feature maps from the im-
ages as input. As [1] creates scalograms by applying a continuous
wavelet transform on the sound data and then combining that with
the global features of the CAE. This enables the authors to create a
DNN with the combined features from the CNN and CAE as input.
Whereas [6] creates a 2D representation of the pressure map created
from the preprocessing steps and uses the low-level features from the
CNN in a DNN as well to classify leaks. The CNN architecture pro-
posed by [1] had promising results, and their method outperformed all
other methods they compared it with. However, the data set used was
artificially generated and this could have impacted the results, mainly
because the data set used contained only 480 samples. [6] propose a
method consisting of a pipeline that also used a CNN. The results were
promising since high accuracy levels were obtained. The problem with
their approach however is the fact that the data set that was used only
contained 20 days’ worth of samples. [6] state that for larger data sets,
their method might end up getting unsatisfactory results, as the accu-
racy could be vulnerable to a higher number of nodes.

3.2 DNN

As seen in the previous section, DNNs are not only used as the single
solution to a task but are also used in other architectures to do predic-
tions from the low-level feature maps created by for example a CNN.
In combination with being computationally less expensive compared
to other deep learning architectures, it forms a powerful tool. As was
shown in subsection 2.1, [10] was the only study in this literature re-
view that actually used a DNN as the main architecture. It stood up
to the CNN introduced in the same paper. Therefore, being the best
model selected in that study as compared to CNNs, it is computation-
ally cheaper. The other studies showed that using a DNN is great for
using low-level feature maps to add extra non-linearity to improve pre-
diction performance.
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3.3 RNN-LSTM
RNN-LSTM is a great tool when it comes to time series forecasting.
As mentioned in paragraph 2.2.2.3, RNN-LSTM is able to have train-
able – thus adjustable – parameters when it comes to giving weight to
historic input. Lee and Yoo put this to the test with their setup. Al-
though they achieved accuracies above 90% they suffered from a low
amount of real data; only possessing 10 days of 5-minute readings.
The problem with having such little data is that the results can be mis-
leading as the model is not tested against other dates in the year, as
perhaps a higher demand in a warm summer could increase water flow
in the WDN.

3.4 Discussion
Combining the findings of all models and approaches, we observe that
there is no golden rule, model, or architecture to detect and/or local-
ize leakages in water distribution networks. The state-of-the-art in
section 2 shows that there are multiple answers to the problem. For
both sound-related and water-related data, the authors in the different
studies find and explore different ways of pre-processing data, thus re-
sulting in different input vectors for the deep learning architectures.
This makes comparing the methods with each other hard or not even
possible, as comparing model performances on different tasks is in-
effective. However, there are some common possible problems that
we see in most of the reviewed literature. Because leakage detection
using deep learning is new, there is little to no public data available.
Comparing this to ImageNet [5], a database with millions of images,
many studies tend to artificially create leaks, or even go to the ex-
tent to model the data itself. We think that the shortage of quality
data results in a plethora of different solutions, and that when there is
more real data available, research will be more focused on a LSTM or
transformers/attention-based [11] approach.

4 CONCLUSION

Water leakages in WDNs can result in significant water losses, reduced
water pressures, and in certain cases, it can lead to damage to infras-
tructure. In this study, we have analyzed three different deep learning
architectures, namely CNNs, DNNs and RNN-LSTMs which all seem
to have an application in leakage detection. Comparing the methods,
we observe that the before-mentioned architectures have the capability
to solve the problem of detecting water leakages. This is mostly due
to the nature of the problem that is presented by the studies done in
the literature. Different datasets lend to different solutions. Process-
ing your data to the final input of your model has many implications
on what model to use. Images are great for convolutional neural net-
works as they can achieve low-level feature maps that humans can not
extract, however, RNN-LSTMs are better at the task of time-series
forecasting. This means that the raw data and processing of this data
leads to an architecture that suits the problem the best.
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Machine Learning for Leak Detection in Water Networks

Xiaoyu Guan (s3542807) Lonneke Pulles (s3533603)

Abstract— In many countries, water is distributed by so-called Water Distribution Networks (WDNs) via pipes to homes and busi-
nesses, but not all water that enters these systems reaches its designated goal. Water that trickles out of the network before it
reaches the consumer is called non-revenue water. Sometimes more than 25% of a country’s water production can be non-revenue,
rich countries not excluded.
This paper contains an overview of seven state-of-the-art methods to detect water leaks in WDNs with machine learning methods
applied to different kinds of sensor data, categorized into three different approaches. We will discuss the advantages and disadvan-
tages of each method, and judge them based on their costs, the degree of inclusion of physical theory in each model, efficient sensor
placement, versatility regarding different network topologies, performance in various leak scenarios, and computational complexity.
It is found that the decision tree-based machine learning methods such as Random Forest and CatBoost perform best across almost
all sensor types when taking both performance and computational complexity into account. However, more research is needed to
more accurately compare the exact costs, time complexities and performances of different machine learning techniques on the same
real-life datasets.

Index Terms—Smart city, Environmental technology, Hydroinformatics, Leak detection, Machine learning, Water distribution networks

1 INTRODUCTION

Recent years have seen a rise in applications of machine learning to a
multitude of domains. In combination with the decline in sensor costs,
this has paved the way for smart cities.

One vital responsibility of cities is the distribution of water to its
inhabitants and businesses. Water is often transported via a city’s un-
derground pipeline system called a water distribution network (WDN),
but these systems are not foolproof. When water that enters the sys-
tem leaks out of the system before it can reach its designated goal,
it is called non-revenue water. This can be a significant portion of
water production, as in some countries more than 25% of water is
non-revenue, not excluding richer countries.

The problem is that leakages are often hidden and difficult to detect,
causing the leaks to exist for a long time. They endanger community
health due to the ingress of impurities in the water and result in sub-
stantial water and economic losses. In the city of Hong Kong, the
fraction of non-revenue water was at 16% in 2016, amounting to a fi-
nancial cost of US$173 million per year [6][17]. Moreover, undetected
leakages may cause underground cavities and even sinkholes. Hence,
effective leak detection methods are needed to increase the sensitivity
of leak detection and detection speed [8].

Nowadays, automated leak detection is an active research field.
Several methods have been proposed based on different measurement
techniques, such as acoustic emission, fiber optic sensors, pressure
point analysis, negative pressure waves, and ground penetration radars
[8]. Moreover, many statistical, machine learning and deep learn-
ing have been proposed for leak detection over the last few decades,
steadily increasing the number of papers published in the field.

A reliable classification or predictive model is needed to build a
successful detection system. Machine learning, which is a subfield of
artificial intelligence, has proved its effectiveness in classification and
regression to predict outcomes [3]. Classification problems are often
tackled by supervised machine learning techniques [16], of which the
most common include Artificial Neural Networks (ANN), Bayesian
Networks (BN), Decision Trees (DT), k-Nearest Neighbors (KNN),
Logistic Regression (LR), Random Forests (RF) and Support Vector
Machine (SVM). In recent years, deep learning methods such as deep
neural networks (DNN) and Long Short-term Memory (LSTM) have
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been added to the field.
Though some review papers have attempted to clarify the differ-

ences between many leak detection methods, to our knowledge no
practical and applicable recommendations are given.

This paper provides an overview of state-of-the-art methods to de-
tect leaks in water distribution networks. Seven papers that propose
different kinds of machine learning-based detection methods were se-
lected. They were explored in detail and compared against each other,
based on six aspects such as robustness in various leak scenarios, the
balance between costs and performance, and applicability to a variety
of water network topologies. After comparing these six characteris-
tics, we provide a flowchart with simple decision criteria for water net-
work managers that aim to decide which leak detection method is most
suitable for their specific business case. With the flowchart, we aim to
answer the question: what is the most suitable machine learning-based
leak detection system for a given water distribution network?

This paper is structured as follows. Section 2 will cover background
information on the four machine learning methods and the sensors that
provide the data, after which we will describe the methods of the four
papers in more detail in section 3. Next, section 4 comprises the re-
sults, and section 5 includes the discussion. A final summary is pro-
vided in section 6 and suggestions for future directions of research are
posed in section 7.

2 BACKGROUND

Before more sophisticated leak detection methods came into existence,
leak detection could be done with the so-called WEC rules, invented
by Western Electric Company in 1958 [12]. They are a set of four
statistical rules. Operators of the water management company had to
measure the water pressure over various time intervals. When any of
the WEC rules were violated, an alarm was sounded.

In the previous decades and during the last few years, leak detection
has increased in complexity and sophistication. Depending on the dif-
ferent detection methods that are used to detect a leak, a leak detection
system can be categorized as a passive or an active system. Passive
systems detect leaks via human vision and manual sensor utilization,
and are the most traditional way to identify leaks. Active systems
report leaks by analyzing the data collected by sensors [5], such as
noise loggers, flow sensors, and accelerometers. These systems can be
divided into three distinct approaches, namely transient-based, model-
based, and data-driven [5]. A hierarchical overview of current water
leak detection technologies is shown in figure 1. In this paper, we only
focus on active systems.
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Fig. 1: Hierarchical categorization of state-of-the-art water leak detec-
tion technologies, adapted from [5].

2.1 Model-based approach

The model-based approach is a popular approach used in modern wa-
ter leak detection systems based on a hydraulic model [11]. This
model is a comprehensive simulation of the network created with de-
tailed knowledge of its physical quantities, such as a pipe’s roughness
and hydraulic radius. Once constructed, it needs to be calibrated to
ensure its prediction match reality. Leak detection is then done by
comparing the predictions to the measurements.

2.2 Transient-based approach

Another possible approach to leak detection is based on pressure tran-
sients. These are pressure waves that are sent through the pipeline. A
schematic representation of a pipeline with a transient source is shown
in figure 2.

Fig. 2: Schematic representation of a pipeline with the generation of
leak-reflected signals in a transient trace [6].

Whenever the wave encounters an obstruction, junction, or other
change in the network, the wave pattern is altered. These alterations
are modeled upon the inception of the leak detection system to create a
base state. A leak causes the wave pattern to deviate from the expected
pattern [6]. A visualization of such a deviation in pressure, also called
a head response, is shown in figure 3.

Fig. 3: Transients in leak and no-leak pipelines [6].

2.3 Data-driven approach
The data-driven approach is another approach that is increasingly used
nowadays. The idea of this approach is to detect the leak by directly
analyzing the data collected from the sensors [11], without simulating
the network. Because the data-driven approach heavily relies on his-
torical data needed for training machine learning models, the quality
of the collected data is important [5].

2.4 Network topology and sensor placement
The topology of a water distribution network concerns the junctions
and edges of all water pipelines in the network, modelled as graphs.
An example topology of the water distribution network of the Italian
city Modena is shown in figure 4. This large-scale network is formed
by 268 junctions connected through 317 pipes and served by 4 reser-
voirs [13].

Fig. 4: Schematic representation of the water distribution network in
the Italian city Modena [13].

The topology of a water network is especially important during sen-
sor placement. Optimal sensor placement for leak detection in WDNs
has been studied extensively in the field of hydroinformatics. Optimal
sensory locations, however, are distinctly different for different types
of sensors [12]. In general, it holds that more sensors also lead to
higher accuracies, a higher sensitivity to smaller leaks, and a decrease
in the time until detection.

The differences between the optimal placement of pressure and flow
sensors is due to hydraulics. For pressure sensors, the most informa-
tive location is at the end of the network, because that is the location
where pressure will drop most in case of a leak. On the other hand,
flow sensors should be placed in pipes near the source of the network
[12].

Hagos et al. [12] found that when around 10% of the pipes in a wa-
ter network are monitored with flow meters, a true positive rate of al-
most 100% was reached. The study used a relatively simple statistical
detection method invented in 1958 based on the so-called WEC rules.
On the other hand, pressure meters at most reached a true positive rate
of 82% according to the same authors. The false positive rate of flow
meters, however, is higher than that of pressure sensors. For pressure
meters it is relatively constant between 10% and 20%, whereas for an
increasing number of flow meters the false positive rate can increase
up to 96%. When installing flow meters, it is therefore good to keep
in mind that a lower number of sensors could actually result in a better
performance.

3 METHOD

3.1 Paper selection
To obtain a selective overview of the most important methods in the re-
search field, we selected papers that proposed model-based, transient-
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based and data-driven approaches for leak detection. For each cate-
gory, we chose two papers and we attempted to select some of the
most recently published papers in the field. Additionally, we also se-
lected one paper using a hybrid approach with deep learning, due to
the high popularity of deep learning methods nowadays.

Next to the papers proposing specific methodologies, we also used
two review papers on model-based versus data-driven methods [11]
and on transient-based methods [2] to obtain a more comprehensive
overview of the field, despite the limited selection of papers.

An overview of the reviewed papers can be found in table 1.

Table 1: An overview of the reviewed papers.

Reference Approach Feature (Best) ML method
Fereidooni
(2021) [9]

Model-based Flow Bayesian network /
Random forest

Rejeesh
(2019)
[15]

Model-based Pressure Random forest

Levinas
(2021) [7]

Transient-
based

Pressure tran-
sients

KNN

Asghari
(2023) [1]

Transient-
based

Pressure tran-
sients

CatBoost

Fares
(2022) [8]

Data-driven Vibrations Random forest
(train) / NN, DL
and SVM (valida-
tion)

Tariq
(2021)
[17]

Data-driven Vibrations Random forest

Quiñones-
Grueiro
(2021)
[13]

Model-
based &
Data-driven
(hybrid)

Flow & pres-
sure

Deep NN

3.2 Model-based approaches
We focus on two model-based approaches, proposed by Fereidooni et
al. [9] and Rejeesh et al. [15].

3.2.1 A hybrid model-based method for leak detection in large
scale water distribution networks [9]

Fereidooni et al. [9] proposed a model-based method that is applica-
ble to relatively large water distribution networks. They tested four
different machine learning algorithms, KNN, Random Forest, Deci-
sion Trees and Bayesian networks, on both real and simulated data.
They found that Bayesian networks were the most effective and ro-
bust, reaching high accuracies and F-scores. KNN performed worse on
accuracy and F-score, but could handle the imbalanced training data
better. Random forest was more robust, but its performance degraded
when the data was imbalanced. Decision trees had good precision, but
bad recall.

3.2.2 Random Bagging Classifier and Shuffled Frog Leaping
Based Optimal Sensor Placement for Leakage Detection
in WDS [15]

Rejeesh et al. [15] proposed a method called Random Decision
Tree Bagging Classifier based Shuffled Frog Leaping Optimization
(RDTBC-SFLO) and compared it with a one-dimensional convolu-
tional neural network and support vector machine (1D-CNN-SVM)
and multi-objective ant colony based optimization (ACO) model. They
found that 1D-CNN-SVM and ACO have significant shortcomings in
practice. RDTBC-SFLO consists of two parts: classification and opti-
mization.

• RDTBC. The decision trees were constructed with the iterative
Dichotomiser 3 (ID3) algorithm that applied a top-down greedy
approach to achieve the binary classification task of detecting a
leak or no leak.

• SFLO. SFLO is an optimization algorithm that was used to find
the best position to place the sensor in order to minimize the
number of sensors used in the water network.

The data used to train the model was based on pressure measure-
ments and the new method RDTBC-SFLO has a big improvement that
increases by 24% compared to the 1D-CNN-SVM model and 9% com-
pared to the multi-objective ACO model [15].

3.3 Transient-based approaches
We focus on two transient-based approaches, proposed by Levinas et
al. [7] and Asghari et al. [1].

3.3.1 Water Leak Localization Using High-Resolution Pres-
sure Sensors [7]

The dataset was generated by simulating water leakages, each of which
contains the ID for each pipe, the high-pressure value series, the dis-
tance from the pipe’s start, and the diameter of each leak [7].

In order to generate the dataset that the KNN model uses, the au-
thors first specified the leak location and diameter, then applied the hy-
draulic transient simulation to define the leak properties such as leak
discharge, and set the transient simulation as pressure-driven demand.

Levinas et al. [7] showed that the method they used can not have
a good performance when the network becomes too complex, but for
simpler networks with less than 10 nodes the results are acceptable.

3.3.2 Machine learning modeling for spectral transient-based
leak detection [1]

The method proposed by Asfhari et al. [1] used a transient-based leak
detection methodology using the CatBoost machine learning model.
CatBoost is an ensemble method of oblivious decision trees. The
model was trained on more than 3.8 million synthesized data records
for classifying leaky sections and predicting sizes. The authors used
the machine learning model as a substitute for more traditional opti-
mization methods.

The authors also considered various other machine learning meth-
ods. Random forests were considered to take too much computation
time on large datasets, and another decision tree-based model called
CART was said to easily overfit on the training data. Similarly, SVM
and KNN were said to take too much computation time on consid-
erably large datasets. Because the dataset was imbalanced regarding
leak and no-leak scenarios, the authors also thought neural networks
and logistic regression were inappropriate due to the way their cost
function is implemented and their approach to minimizing the aver-
age error rate. CatBoost according to the authors performs better on
imbalanced datasets in less time.

The model was compared to XGBoost, Linear and Logistic regres-
sion and Genetic Algorithms, and outperformed all of them on leak
localization accuracy, recall and computational time needed. Only lin-
ear and logistic regression needed a shorter training time.

3.4 Data-driven approaches
We focus on two data-driven approaches, proposed by Fares et al. [8]
and Tariq et al. [17].

3.4.1 Data-driven application of MEMS-based accelerometers
for leak detection in water distribution networks [17]

Tariq et al. used a dataset that was collected in the Hong Kong
water supply network by placing Micro-Electro-Magnetic-Sensors
(MEMS)-based accelerometers on the gate valves or fire hydrants near
potential leak locations from October 1st, 2020 to July 31st, 2021.
All the data was validated by the Hong Kong water supply depart-
ment [17]. MEMS accelerometers combine the advantages of MEMS
technology, which have higher accuracy than other sensors because of
the 3D microstructure, and the benefits of accelerometer technology.
Accelerometers can detect water leakage without damaging the pipes,
since an accelerometer can simply be placed on the surface [4, 17].
Figure 5 shows an example of how an accelerometer is placed on the

Machine Learning for Leak Detection in Water Networks – Xiaoyu Guan and Lonneke Pulles

44



Fig. 5: Place an acceleration on gate valve[17]

Fig. 6: Signal data transformation[17]

surface of a gate valve. Figure 6 shows the communication between
the sensor and a PC.

After the data was collected successfully, the authors first applied a
signal processing algorithm to the collected data to preprocess it and
get rid of noise.

The machine learning methods they used to detect the water leak
were k-Nearest Neighbors (KNN), Decision Tree (DT), (RF) and Ad-
aBoost.

As is shown in the results below, Random forest performs best
in both metal-based and non-metal-based models. In addition, the
two ensemble-based machine learning models (RF and AdaBoost)
have no significant difference in the performance of metal-based and
non-metal-based models. However, the two individual-based machine
learning models (KNN and DT) have dramatically worse performance
in non-metal-based models. The results can be found in table 2.

Table 2: The training dataset results on the metal-based model and
non-metal-based model proposed by Tariq et al. measured in percent-
ages [17].

KNN DT RF AdaBoost
Metal 96.72 99.18 100 99.18
Non-metal 89.86 84.78 94.93 94.2

4 RESULTS

In this section, we present the advantages and drawbacks of the se-
lected methods regarding six factors: the degree of preprocessing and
modelling needed, applicability to various network topologies, perfor-
mance in various leak scenarios, additional possibility in leak localiza-
tion and size estimation, sensor placement and the resulting costs and
spatial resolution we can achieve in localization, and computational
complexity.

4.1 Degree of modelling
The degree of hydraulical modelling in a leak detection model can
have a profound effect on an approach’s accuracy. Measurement and
approximation errors propagate when modelling is not handled well.
In order to prevent this from happening, the models need to be care-
fully calibrated to ensure predictions of flow and pressure represent
the reality. A disadvantage is therefore that whenever the topology of

a network changes, for example due to the addition of an extra pipe to
the network, the entire model needs to be reconstructed. This means
that if a water supply company implements a model-based system, it
needs to hire experts that can adjust the model accordingly whenever
the need arises.

Another disadvantage in the use of physical quantities is that they
can change over time. For example, the roughness of a pipeline can
decrease due to erosion. When these kind of changes are not observed
and the model is not recalibrated, the prediction can increasingly di-
verge from reality [11].

4.2 Performance in various leak scenarios
A big challenge in data-driven methods based on acoustic sensor data
is the variability in the sound emitted by different kinds of leaks.
The pipe vibrations depend amongst others on the pipe material, leak
shape and size, water pressure and pipe diameter. Moreover, back-
ground noises coming from vehicles driving on the roads above the
underground pipelines can distort signals. To overcome these difficul-
ties, the sensor data needs to be preprocessed with various time- and
frequency-based methods, such as Fourier and wavelet transform [8].
Additionally, the data-driven method proposed by Fares [8] generally
performed better on metal pipelines than on nonmetal (e.g. plastic)
pipelines.

4.3 Sensor placement
The proposed method of Fereidooni et al. [9] installs flow sensors
in each junction of the network and does not consider optimal sensor
placement. On the other hand, Rejeesh [15] and Quiñones-Grueiro
[13] use different optimization methods to find optimal sensor place-
ments.

The transient-based methods by Levinas [7] and Asghari [1] make
no mention of sensor placements. The acoustic and data-driven meth-
ods by Fares [8] and Tariq [17] mention placing accelerometers on
easy to reach locations like valves, and do not take optimal sensor
placement into account either.

4.4 Leak localization
An advantage of sound-based and vibration-based sensor systems is
the possibility to additionally localize leaks based on the time lag of
the vibrations between the two sensors that are installed at each end of
a pipeline [10]. Localization was nevertheless not implemented into
the acoustic methods proposed by Fares et al. [8] and Tariq et al. [17].

In contrast, the method proposed by Quiñones-Grueiro et al. [13]
based on both flow and pressure sensors also performs localization and
estimation. Nevertheless, the localization method only returns a pair
of nodes that are at the ends of the pipeline with the supposed leak.
The localization method is necessary because the method uses only 9
sensors in the network depicted in figure 4 containing 268 nodes. The
prerequisite for these next two steps is that the leak detection is very
accurate.

The model-based method proposed by Fereidooni et al. [9] is able
to localize the leak, as sensors are placed on each junction of the net-
work. The model-based method proposed by Rejeesh et al. [15] is also
able to localize the leak, but with less sensors.

In transient-based methods [7][1], leak localization is an inherent
part of leak detection.

4.5 Costs
Concrete costs are never mentioned in any of the papers that were re-
viewed, but some indications of prices are given. Quiñones-Grueiro et
al. [13] indeed mention that an alternative to the popular flow sensor-
based systems is based on pressure sensors, as they are less expensive
and easier to install and maintain, but more are needed to reach the
same performance [12]. In contrast, according to Fereidooni et al. [9],
their method based on flow meters is actually the cheaper sensor sys-
tem to install.

Another possible sensor system measures vibrations in the pipelines
with accelerometers or noise loggers, which are wireless sensor sys-
tems that communicate remotely and that are based on accelerometers.
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Fig. 7: A flowchart to support decision making when choosing a sensor system for leak detection in a specific water distribution network.

The acoustic method proposed by Fares [8] is according to its authors
‘inexpensive’, but again no concrete prices were given. Some authors
[9][13] on the other hand mention that noise logger-based systems,
such as proposed by Van Hieu et al. [10], are expensive to deploy.

Next to sensor prices, the cost of a leak detection system can also be
influenced by the detection algorithm. Tariq et al. mention that both
training and deploying a CNN-based detection system is ‘expensive’
[17]. When sensor data is for example obtained every 15 minutes [13],
this means that the detection algorithm also needs to run every 15 min-
utes. The power supply costs for both the algorithm and the sensors
are therefore important to take into account, but electricity prices vary
per country and are not mentioned in any of the papers. What we can
research to obtain a comparison of power consumption by proxy, is the
algorithm’s time complexity.

4.6 Computational complexity
Unfortunately, the same problem as when one tries to study the costs
of each proposed method, occurs when one tries to review the com-
putational complexities, albeit in a lesser fashion. Most papers do not
give exact time complexities or execution times, and often only qual-
ifiers like ‘impractical computation time’ or ‘computationally expen-
sive’ are given as an indication.

One exception is the paper by Asghari et al. [1], in which the au-
thors mention that their method based on CatBoost, which they say is
faster than popular methods such as Random Forest and neural net-
works, takes 15 minutes to train and its computation time for predic-
tion is less than 0.01 seconds. In comparison, the hybrid deep learning-
based method [13] needs in the order of seconds to estimate leak size,
on a much smaller network.

4.7 Which method to use in practice
In order to give specific recommendations for an engineer wishing to
implement a leak detection system in their water distribution network,
we look at the factors taken into account above and other review stud-
ies [11][2]. We use the fact that according to these review studies,
a data-driven approach is more appropriate when a large amount of
historical data can be obtained from a real network. However, when
there is less data and a network’s hydraulic model is easy to obtain,
model-based methods are preferred [11].

Figure 7 contains a flowchart that proposes a decision making pro-
cess a water supply department or company can go through when de-
ciding on a leak detection system.

5 DISCUSSION

A major downside when comparing studies in the field of leak detec-
tion in WDNs with machine learning is the lack of public datasets.
Because obtaining real-life data is only available to the management
companies of the specific water distribution networks, researchers that
do not have access to real-life measurements have to simulate them
with (expensive) software or try to reproduce real-life settings in a lab.
This means that even when a study reports a relatively good accuracy
on its machine learning method, there is a high likelihood that this
accuracy would not uphold in the real world.

As a result, and because each study used vastly different datasets of
different WDNs which were both measured in the real world and sim-
ulated with software, it is impossible to compare methods from dif-
ferent papers based on quantitative performance metrics. In addition,
because there is no publicly available dataset containing data from all
four mentioned sensor types, we could not properly compare and re-
produce the studies on our own computers. We can only compare the
machine learning methods as they were performed within each study.

6 CONCLUSION

In conclusion, machine learning methods can have a positive impact
on detecting water leakage. As we reviewed the seven papers in the
previous sections, we found that decision tree-based machine learn-
ing methods such as Random Forest and CatBoost seem to have the
best performance for the most common types of pipes and many kinds
of sensor data, while also taking low computational complexity into
account. However, more research is needed to more accurately com-
pare the exact costs, time complexities and performances of different
machine learning techniques on the same real-life datasets.

7 FUTURE WORK

The research into ML-based detection methods for leak detection can
be extended into methods that also perform estimation of the leak size,
such as has been done with deep learning methods by [13], and that
offer a more precise localization of the leak.

Because decision tree-based methods often outperformed other ma-
chine learning techniques, future research can survey if different de-
cision tree-based ensemble methods have better performance on the
leak detection problem than existing methods. For example, an im-
provement on random forest is called probabilistic random forest [14].
This method could be tested and compared to other existing methods
in the future.
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One current problem in the research into automatic leak detection
methods is the lack of publicly available datasets based on real data.
As a result, many researchers result to simulation software to create
their own data, which are often based on different network topologies,
sensor types and leak scenarios. Only a dataset that contains data from
a vast range of network configurations could provide a thorough com-
parison study of different leak detection methods based on quantitative
measures. We suggest that the creation of such a benchmark problem
could speed up the research in the field by simplifying the data col-
lection process. The water company Vitens started such an initiative
in 2015, but a more comprehensive dataset would be beneficial in the
future. Moreover, in 2018 some researchers aimed to solve this exact
problem by publishing a comprehensive benchmark problem called
LeakDB [18], but this dataset was obtained from simulations and has
not yet been widely adopted by researchers. Nevertheless, it is a step
in the right direction.
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Implementation of Active Queue Management Algorithms on
Programmable Network Switches: A Review

Stern Brouwer and Florian de Jager

Abstract— Bufferbloat is a common problem that occurs when there is excessive buffering of packets in a switch. This buffering can
cause significant delays in the transmission of packets, ultimately leading to reduced overall network performance. To address this
issue, several Active Queue Management (AQM) algorithms have been proposed, which aim to regulate queue sizes and prevent
bufferbloat. These algorithms work by monitoring queue length and selectively dropping packets to avoid congestion. However,
finding the optimal buffer size is crucial, as excessively small buffers may result in packet loss and reduced throughput. This paper
provides a comprehensive overview of Active Queue Management (AQM) algorithms for programmable switching ASICs. The study
discusses the following AQM algorithms: Controlled Delay (CoDel), Random Early Detection (RED), Proportional Integral Enhanced
(PIE), Fine-Grained AQM (FG-AQM), (Dual) Proportional Integral 2 (PI2), ingress RED (iRED) and Proportional Integral Controller
Enhanced (PIE). The implementation details of each algorithm are analyzed, and the appropriate use cases for each algorithm are
determined. The research also highlights the advantages, challenges, and performance of the AQM algorithms. We find that AQM
algorithms are crucial for preventing bufferbloat and improving network performance, and programmable switching ASICs, such as
Intel Tofino, offer high-speed processing that can be leveraged to run AQM algorithms. Among the algorithms studied, iRED and
FG-AQM are reported to be highly performant. However, some of the algorithms deviate from RFC standards due to architectural
constraints in the ecosystem. This study will help researchers and practitioners better understand and select the most appropriate
AQM algorithms for their specific applications.

Index Terms—Active Queue Management, TCP, Tofino, Bufferbloat

1 INTRODUCTION

The rapid growth of network traffic calls for the need for efficient net-
work operation. Over the years, the volume of data transmitted over
networks has grown exponentially, driven by the proliferation of mo-
bile devices, streaming video services, and cloud-based applications.
Cisco reported a growth from an average of 6 exabytes (6 million ter-
abyte) per month in 2009 to 42 exabytes in 2014 [1]. In 2022, the
amount of data sent is around 396 exabytes per month. To support
the transmission of this massive volume of data, packet processors
play a key role. They are responsible for handling the thousands of
packets that traverse the network every second, routing them to their
intended destinations and performing any necessary processing or fil-
tering along the way. However, as the volume of network traffic con-
tinues to grow, so too does the potential for congestion and delays.

To combat this issue, the Transmission Control Protocol (TCP) can
be leveraged, as it is already a widely used protocol for the transmis-
sion of data over the Internet. One of the key features of TCP is its
congestion control mechanism, which is designed to prevent network
congestion by avoiding over utilization and ensuring fairness among
competing flows [2]. TCP’s congestion control mechanism employs a
variety of techniques, including slow start, congestion avoidance, and
fast retransmit, to regulate the rate at which data is transmitted over
the network and prevent network congestion.

However, excessive buffering of packets at the egress port of
a forwarding switch or router can cause a related problem called
bufferbloat, which delays the transmission of packets and reduces
overall network performance. To address this issue, various AQM
algorithms have been proposed to regulate queue sizes and prevent
bufferbloat. AQM algorithms work by monitoring the length of queues
and selectively dropping packets. On the other hand, if the buffers get
too small, packets may be dropped, leading to lost data and reduced
throughput. So AQM algorithms must try to find the balance in the
buffer size. There exist a variety of different AQM algorithms, such as
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Controlled Delay (CoDel) and random early detection (RED). These
methods, among others, are discussed in detail in Section 2.

Programmable switching ASICs (Application-specific integrated
circuits), such as the Intel Tofino [3], are good candidates for running
AQM algorithms as they are programmable and offer speed beyond
those of traditional programmable switches. Tofino has a maximum
processing capacity of 12.8 Tb/s [3], which is significantly higher than
traditional Field Programmable Gate Arrays (FPGAs) that can only
achieve a throughput of up to 900 Gb/s [4].

The main contribution of this study is to provide a compara-
tive overview of state-of-the-art AQM algorithms for programmable
switching ASICs. Our research will be organized around three main
contributions: (1) Providing a comprehensive overview of AQM algo-
rithms for programmable switching ASICs, (2) Identifying and analyz-
ing the implementation details of each algorithm, and (3) Determining
the appropriate use cases for each algorithm. By achieving these ob-
jectives, this study will contribute to the current research landscape
in AQM for programmable switching ASICs, helping researchers and
practitioners better understand and select the most appropriate AQM
algorithms for their specific applications.

The paper is structured as follows: Section 2 provides background
information relevant to the research topic, followed by a discussion of
the methodology used to conduct the research in Section 3. Section
4 presents the main approaches found in the literature review. The
research questions are answered in Sections 5 and 6, which discuss the
advantages, challenges, and performance of some AQM algorithms.
Finally, the conclusion and future work are presented in Section 7.

2 BACKGROUND

This section provides an overview of AQM and the most relevant algo-
rithms. Moreover, it explains the details about programmable switch-
ing ASIC along with its architecture model and programming lan-
guages that can be used.

2.1 Active Queue Management
AQM algorithms operate at the switch level by actively managing the
length of network queues to prevent packet loss and control latency. If
the queue gets too long, the latency will be too high and bufferbloat
occurs, if the queue is kept too short, packets may be dropped, leading
to lost data and reduced throughput. AQM algorithms are needed to
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Fig. 1: Simplified RED flowchart that determines whether a packet is
marked or not. [5]

manage this balance between latency and throughput. Congestion oc-
curs when the network traffic exceeds of the capacity of the network,
resulting in dropped packets and increased latency. AQM algorithms
are designed to mitigate the effects of congestion by, e.g. dropping or
marking packets, so that the sender reduces their rate of transmission.
Several AQM algorithms have been developed over the years, each
with different approaches. These include RED [5], CoDel [6], PIE
(Proportional Integral Controller Enhanced) [7], PI2 [8], and DualPI2
[9]. In the following subsections, these algorithms will be discussed
in a bit more detail.

2.1.1 Random Early Detection
RED is one of the first AQM algorithms. It operates by marking pack-
ets with a probability of being dropped, based on the queue length [5].
The marking probability is calculated using an exponentially-weighted
moving average of the queue length over time. It has two thresholds: a
minimum and a maximum. A simplified flowchart is shown in Figure
1. In the figure, if the end result is “mark pkt” the packet is marked
for drop, if the result is “pkt” they are not marked. If the queue length
is below the minimum threshold, packets are not marked. If the queue
length is above the maximum threshold, packets are marked for drop.
If the queue length is between the minimum and maximum thresholds,
packets are randomly marked for drop with a probability that increases
as the queue length approaches the maximum threshold.

2.1.2 Controlled Delay
Although RED seemingly solved the bufferbloat problem at first, it be-
came clear that RED’s configuration parameters were difficult to set,
i.e. its parameters are interdependent and sensitive to the traffic char-
acteristics of the network. Moreover, RED did not perform well in
several network scenarios, leading to reluctance to use it [10]. More-
over, research showed that queue length was not a reliable predictor
of congestion, which RED relied on to trigger packet drops [11]. This
lead to the development of CoDel, and it was proposed as an improve-
ment over RED [6]. CoDel operates by measuring the queuing delay
instead of queue length, and it drops packets in increments to maintain
a low and stable queue delay. Furthermore, CoDel introduces a differ-
entiation between “good” and “bad” queues and this idea is based on
the function of queues in the network. In the network, queues can act
as buffers to absorb bursts of traffic [6]. CoDel’s approach is to not re-
act to the queues that are able to recover themselves within one round
trip time (RTT). On the other hand, when the delay exceeds a certain
number of RTTs, it is considered a sign of a “bad” queue, indicating
that packets are experiencing excessive delays. CoDel then intervenes
to control the queuing delay in a timely and efficient manner.

2.1.3 Proportional Integral Controller Enhanced
PIE randomly drops incoming packets when congestion is detected
[7]. However, unlike the RED algorithm which detects congestion
based on the queuing length, PIE detects congestion based on the
queuing latency, using the derivative (rate of change) of the queuing
latency to help determine congestion levels and appropriate response.
PIE is designed to maintain the benefits of RED, including easy imple-
mentation and scalability to high speeds while addressing the latency
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Fig. 2: Simplified PSA architecture that shows how the packets are
processed [15].

issue. PIE is designed to ensure high link utilization without suffering
link underutilization or losing network efficiency, and it is almost as
simple to implement as RED [5].

2.2 The Programmable switching ASIC
The programmable switching ASIC is a fairly recent innovation in the
research space of Software-defined Networking (SDN). Traditional
switches have their scheduling algorithms fixed from the point that
they are manufactured, whereas programmable switching ASICs can
be reprogrammed to use a different scheduler. One example of a
programmable network switch is the Intel Tofino [3]. These novel
switches give the server operator finer-grained control over the net-
work traffic, and this innovation has also led to a lot more research,
specifically implementing an AQM on the programmable switch [12].
Next, the basic architecture of programmable switches will be ex-
plained.

2.2.1 Programmable switch architecture
There exists a couple of different models in the literature: Banzai [13],
PISA (used for P4-14) [14] and PSA (used for P4-16) [15] all propose
a different, but similar enough model. Figure 2 highlights a basic rep-
resentation that shows the functions that are present in the PSA model.
This figure shows the flow of packets through a pipeline. Initially, in-
coming packets undergo parsing, where relevant header fields are ex-
tracted. The deconstructed header is then processed by match+action
tables in the ingress pipeline, allowing for actions that modify the
header contents. In these tables, certain values in the header (or based
on internal variables stored in the switch), are matched, and are ac-
companied by a corresponding action. Before the packets are buffered
into a queue, the packets are deparsed, so the (altered) headers are put
back to create a transmissible packet. The packets in the queue are now
awaiting dequeuing by the traffic manager. Once dequeued, the pack-
ets pass through the egress pipeline, where additional actions can be
applied before transmission, like in the Ingress pipeline [14, 15]. The
amount of actions that are available in the Match+action tables in the
egress differs from the actions available in the ingress, this influences
the design of different AQM algorithms.

2.2.2 Programming languages
One key feature of programmable switches is the ability to program
them using high-level languages. P4 is a language that has been specif-
ically designed for configuring switches that are programmable, as ref-
erenced in [16]. P4 is protocol-independent, meaning it is not tied to
specific packet formats. The language operates by modifying packet
header specifications, allowing for the customized processing of pack-
ets. Currently, there are two relevant versions of P4: P4-14 and P4-16,
both of which have their own specifications [14, 15]. P4 is not the only
language that can be used for programmable switches, Domino, is an
example of another one [13]. Domino has more C-like syntax, so is
higher level than P4.

3 RESEARCH METHODOLOGY

Our main research question is: How do Active Queue Management
Algorithms compare when implemented on programmable network
switches? We also define the following sub-questions:

RQ1 What are the advantages and challenges of implementing AQM
algorithms on programmable network switches?
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Paper Score Type RQ
Tofino + P4: A Strong Compound
for AQM on High-Speed Networks?
[17]

B TP,
EX

RQ1

P4-CoDel: Active Queue Manage-
ment in Programmable Data Planes
[18]

7 TP RQ1

Active Queue Management on the
Tofino programmable switch: The
(Dual)PI2 case [12]

A2 TP,
EX

RQ1

iRED: Improving the DASH QoS by
dropping packets in programmable
data planes [19]

B4 TP,
EX

RQ1
RQ2

Fine-Grained Active Queue Man-
agement in the Data Plane with P4
[20]

8 TP,
EX

RQ1
RQ2

Table 1: Evaluation of papers.

Input Output

Egress Pipeline

Ingress Queue CoDel

Traffic
Manager

TARGET Drops
packets hereTimestamp

Fig. 3: The P4 reference pipeline with CoDel [18].

RQ2 What are the performance gains of using AQM algorithms on
programmable network switches?

3.1 Finding literature
To find literature that is relevant to our research questions, we per-
formed a rapid review. We chose this method as a lighter alterna-
tive to the systematic review due to time constraints. We used the
RUG library search engine (SmartCat) to search and gather articles.
We constructed our search query in an iterative way, where we added
keywords from our topics that helped us get more relevant results.
We eventually narrowed down the following query: “(AQM OR “Ac-
tive Queue Management”) AND (“programmable network switch” OR
“Programmable Switch” OR “Tofino” OR P4)”, which gave us 87 re-
sults.

3.2 Evaluation of articles
In Table 1, all articles that have been found and used in this paper
are listed along with the journal score, research type, and the relevant
research question. The research type has been abbreviated with the
following labels: experiment (EX), technical paper (TP), literature re-
view (LR), and survey (S).

4 WHAT DO THE PAPERS PROPOSE

In this section, we will give an overview of the various AQM algo-
rithms that are proposed in the papers. These AQM algorithms al-
ready had software based implementations, but had previously never
been implemented on a programmable data plane.

4.1 CoDel
We start with CoDel, which was one of the first rewrite of an AQM
algorithm to work on the P4 language, published in 2018 by Kundel et
al. [18]. They were able to integrate it into the P4 reference pipeline.
It is situated in the egress part of the pipeline and targets the buffer unit
just before it, thus being able to drop packets, shown in Figure 3.

Input
Output

Egress Pipeline

Queues

Traffic
Manager

PIEDP and PIETABLE
Drop here

Timestamp: TSegress
Delay = TSegress - TSingress
delayOld = delay

diffref = target - delay
diffold = diffold - delay

PIECP PIEDP PIETABLE

dropprob += diffref << alpha + diffold << beta

diffref diffold result

... ... ...
dropprob += result

Control Plane (PIEcp)
delay = getReg(delay)
prob = RFC8033(delay, delayold, prob)
writeReg(dropprob)
delayold = delay

Ingress
Pipeline

Timestamp: TSingress

PIECP
Drops here

Fig. 4: The P4 reference pipeline with PIECP, PIEDP, and PIETABLE .
[17].

The CoDel algorithm that has been implemented here is similar to
the original. The algorithm has two parameters, TARGET and IN-
TERVAL, and ensures that the queuing delay periodically stays be-
low the TARGET value. If the delay is below TARGET, no packet
is dropped. If the delay exceeds TARGET by more than INTERVAL,
the first packet is dropped, and the interval between dropping packets
decreases until the TARGET delay is reached. There have been some
necessary modifications to make it work in P4, which we will go over
in section 5.

4.2 PIE

Next, the PIE algorithm is discussed, which has been implemented
on P4 to run on the Tofino by Kunze et al [17]. They proposed three
flavors that each have their own advantages and drawbacks.

The first is the implementation PIECP which is illustrated in figure
4, where the data plane drops a packet based on the drop probability at
the ingress and measures the queuing delay for forwarded packets at
the egress. The control plane periodically samples the queuing delay,
updates the drop probability, and writes it back to the ASIC using the
basic functionality, scaling, and exponential decay according to the
RFC [7].

PIEDP is the second PIE algorithm port that provides approximate
results for drop probability computations. Unlike PIECP, it does not
include drop probability update scaling and exponential decay, which
makes it more aggressive when congestion is low and slower to react
when congestion decreases.

PIETABLE , the third of the PIE algorithms, replaces PIEDP’s bit
shift drop probability approximations with table lookups of precom-
puted probabilities, which increases its precision. The performance
of PIETABLE depends on the precision of the table entries, which is
related to the number of stored key-value pairs.

4.3 PI2 and DualPI2

Another set of algorithms that have been ported to the P4 language is
DualPI2 and (single-queue) PI2 by Gombos et al. [12]. In addition to
this, they also made an effort to run the P4 implementation on the Intel
Tofino switch. In figure 5, we can see the PI2 algorithm in the egress
part of the P4 reference pipeline.

The P4 code for PI2 calculates the queuing delay for each packet
and stores it in a register. The control plane periodically uses the de-
lay to calculate the probability factor for marking TCP traffic. The
updated probability is stored in two registers and used to determine
whether to mark or drop TCP traffic.

The DualPI2 algorithm on the other hand requires two queues and
uses weighted round-robin scheduling. It prioritizes L4S traffic and
can sacrifice some throughput during overload to ensure a minimum
throughput for normal traffic. The congestion signals for the two
queues are coupled, with a stronger signal in the L4S queue. The
ingress part forwards timestamps and implements a classifier to as-
sign traffic to the corresponding queue. The P4 reference pipeline of
DualPI2 works similarly to PI2 in figure 5.
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Fig. 6: The P4 reference pipeline with FG-AQM [20].

4.4 Fine-Grained AQM
Another algorithm that has been proposed is Fine-Grained AQM (FG-
AQM) [20]. The FG-AQM system consists of two modules: the queue
state analysis module and the drop probability calculation module.
The first module analyzes the queue state, focusing on calculating the
target flow and reducing the impact of tailed flows. The second mod-
ule calculates packet loss probability based on the network state and
uses a proportional integral control model to adjust the drop probabil-
ity. This system effectively utilizes the trend of network state changes
to improve network performance.

Figure 6 shows the FG-AQM algorithm implemented using the P4
reference pipeline. The algorithm is deployed mainly in the Egress and
includes a queue state analysis module and a drop probability module.
The match-action part defines which data flow will start the algorithm.
The packet processing in PISA includes recursive and clone methods
to update the tailed flows counter in the flow analysis part and reduce
the performance impact of tailed flows.

4.5 iRED
Last, we have an algorithm called iRED, which has been implemented
on P4 by Almeida et al. [19]. Specifically, it proposed a modification
to the RED algorithm and called it iRED (ingress RED), capable of
dropping packets at the ingress pipeline. Compared to some AQM
strategies that were discussed before in this paper, it drops packets
directly at egress.

In the egress pipeline, as shown in Figure 7, the iRED algorithm de-
cides whether to drop a packet or not, based on the average queue size
and dropping probability. If the packet is not dropped, it is sent to the
next hop, while a cloned packet is recirculated to the ingress pipeline
to indicate queue congestion. In the ingress pipeline, the iRED algo-
rithm drops the next packet for a particular output port with the drop
flag ON and turns the flag OFF, preventing future packets from exac-
erbating the queue buildup.

5 ADVANTAGES AND CHALLENGES

This section presents the findings of all papers that could give a piece
of the answer to the research question: What are the advantages and
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Fig. 7: The P4 reference pipeline with iRED [19].

challenges of implementing AQM algorithms on programmable net-
work switches?

5.1 The incentive of AQM
The papers we found all agree that there is a need for programmable
ASICs that are able to run various kinds of AQM algorithms that have
been proposed over the years. Traditional, non-programmable, ASIC
switches often come with RED [5], which is hard to parameterize
properly [21]. These ASIC switches are most often used at places
such as data centers, where lots of network traffic needs to be routed
and throughput is most important. The downside of ASIC switches
is that they are hard to design and produce, which makes integrating
new AQM schemes expensive. That is where programmable ASIC
switches come in, which have been in development for some time.
Languages, such as P4, allow porting of new or existing AQM algo-
rithms to make use of this hardware directly.

5.2 Drawbacks of AQM on programmable switches
There do exist several drawbacks and limitations to the P4 ecosys-
tem, including the Intel Tofino that can run it. The first are complex
arithmetic functions, such as square root, which some algorithms need
[18, 17]. A workaround for this can be an approximation for the func-
tion, where we store the values of

√
n in the P4 table. It was deter-

mined by Kundel et al. [18] that this does not significantly harm the
performance of the CoDel algorithm.

P4 does not have an iteration construct and loops can only be cre-
ated by the parser state machine [15]. The language also does not
support recursive functions, and as a result, the work performed by a
P4 program depends linearly only on the header sizes.

There is also a constraint on how operations in P4 are mapped to a
finite number of match-action units (MAUs) and how each packet can
only pass through an MAU once, with the P4 compiler responsible
for synthesizing the P4 code to a set of MAUs and finding a suitable
layout that can be mapped onto the switch’s resources. The allocation
of resources may be a challenge even if the P4 code is valid and target-
specific [17]. This placement problem becomes even harder when you
take into account that memory such as maps and registers is stage-
local. Thus, it can only be accessed and assigned to one MAU.

Most AQM algorithms that we found to have been ported to P4 also
drop packets at the egress part of the P4 reference pipeline. This means
that the buffer contains packets that are potentially going to be dropped
but have to go through the entire switch [19]. The iRED algorithm is
able to alleviate this problem by splitting the dropping and decision-
making parts into ingress and egress, respectively.

There also exist some platform-specific drawbacks to the Intel
Tofino. These limitations arise from the ASICs pipeline operation
mode, which consists of a programmable packet parser, several stages
of match-action units, a buffer, and a traffic manager, where AQM al-
gorithms would typically reside. However, the traffic manager is not
programmable using P4, which is a limitation to implementing AQM
algorithms [12].

Another limitation, also on Tofino, is that of arithmetic operations
such as multiplication. P4 itself only allows the multiplication of un-
signed integers, but the Tofino is much more constrained than that.
Numbers must be either defined from a table lookup or as a compile-
time constant [17].
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Fig. 8: Throughput Loss Rate as reported by [22].

All these constraints mean that it is not trivial to port AQM algo-
rithms to target P4-enabled switches such as the Tofino. AQM designs
often depend on specialized functionality, not on a most common sub-
set of functionalities.

6 PERFORMANCE OF THE ALGORITHMS

This section presents performance metrics of the AQM algorithms on
programmable network switches of all papers that have been found,
which can answer the research question: What are the performance
gains of using AQM algorithms on programmable network switches?.
Only FG-AQM and iRED have provided comparable performance
statistics, so they are the only methods described in this section.

6.1 Evaluation of FG-AQM

In the paper about FG-AQM, Chen et al. [22] evaluated FG-AQM on
its ability to handle microburst situations. They did this by conduct-
ing a test where normal background traffic (innocent flow) was sent
over a duration of 250 seconds. They then picked three timestamps
where they sent a numerous amount of burst flows and these affected
normal (innocent) transmission flows. Figure 9(a) demonstrates that
transmitting a high number of flows within a short timeframe without
an AQM algorithm (No-AQM) significantly impacts the transmission
flows, sometimes resulting in a throughput close to 0. This indicates
that No-AQM is ineffective in handling microburst scenarios. The re-
maining figures in Figure 9(b)-(d) show that P4-RED, P4-PI2, and FG-
AQM reduce the impact on the innocent flows to 73%, 61%, and 39%,
respectively. Figure 9 shows a comparison of the loss rate in the three
microburst scenarios. FG-AQM is reported to have a throughput 22%
higher than P4-PI2 and 34% higher than P4-RED on average.

6.2 Evaluation of iRED

The researchers that implemented iRED also did an experiment com-
paring their algorithm for various buffer sizes, as well as comparing
it to CoDel and PI2 [19]. Figure 10 shows the average RTT duration
in millisecond (ms). Lower is better here, so iRED in the best-case
scenario outperforms PI2 by 2.48x. This comes with a small footnote,
because the buffer size of that iRED is only 64, and according to Table
2 0.038% of all packets are dropped. Compare this to the drop rate
of CoDEL-P4 and PI2-P4, which were 0.005%, and it becomes clear
that this difference is not as big as it seems. The researchers report
that iRED 64 (best case) outperforms PI2 only by 0.74x in throughput.
iRED drops packets in the ingress pipeline, while the CoDel and Pi2
drop packets in the egress pipeline. Notably, dropping packets in the
egress pipeline results in packets traversing the entire switch pipeline

Fig. 9: Influence of burst flows as reported by [22].

Fig. 10: Average RTT as reported by [19].

before being dropped, thereby wasting internal bandwidth. This dif-
ference in drop location may contribute to the observed variation in
performance between these AQM algorithms.

7 CONCLUSION

The need for having AQM is clear, but integrating them on ASIC
switches that large companies need has always been a problem due
to its specific, complex, and inflexible design. With the introduction
of P4 and the Intel Tofino, we are able to run the software directly on
the switches. We have seen several attempts at porting AQM algo-
rithms to the P4 language, such as CoDel, iRED, (Dual)PI2, PIE, and
FG-AQM. However, all of these algorithms have drawbacks that arose
from architectural constraints in this ecosystem. Most of these con-
straints could be solved by taking approximations, or workarounds,
this however meant that the algorithms sometimes deviated from RFC
standards.

Most notably, iRED and FG-AQM both seem to be highly perfor-
mant AQM algorithms in their own right. Not using an AQM algo-
rithm can lead to bad performance, such as a throughput nearing 0 in
bursty situations, thereby underscoring the importance of implement-
ing effective AQM algorithms. Lastly, iRED is a promising algorithm
which is able to beat PI2 by 0.74x in throughput.

7.1 Future work
We suggest, just like some of the papers we have reviewed, that re-
search should go into designing algorithms that work with the con-
strained architecture of programmable ASICs. It would be better to
design a new algorithm that makes the best use of these limited fea-
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IRED evaluated Recirculated
packets (%)

Bandwidth consumed

iRED 64 0.038 152Mbps
iRED 128 0.022 88Mbps
iRED 256 0.016 64Mbps
iRED 512 0.005 20Mbps
iRED 1024 0.005 20Mbps

Table 2: Table showing the recirculated packets, as reported by [19].

tures, instead of trying to fit existing AQM algorithms by constraining
them.

One thing we have to mention is that the department of Intel that has
made the P4-programmable Tofino series switch, have discontinued
their development as of January 2023 [23]. The Tofino switches are
the only ASICs, that we know of, to be programmable and run P4. The
P4 language has been used by most of our papers to implement AQM
algorithms, and the Intel Tofino to test them. This could imply that
there is less of a need for developing better AQM algorithms in the P4
language, since there is not going to be any development going into the
Tofino ASIC. What this means for future research on programmable
network switches as a whole is unclear to us, since the announcement
by Intel was very recent as of writing this paper and due to the lack of
information on the topic.

One outcome that would benefit this field is a new programmable
ASIC from a different, more established vendor of switches. If a state-
of-the-art switch would be programmable, the adoption rate of them
could be higher, leading to more possibilities in the future.

Besides the P4, there also exists other languages, such as the Net-
work Programming Language (NPL) [24] and Domino [13]. Appli-
cations written in NPL can primarily be deployed on programmable
ASIC switches from Broadcom [25]. Future research should also fo-
cus on languages such as these, which can be run on different types of
switches.

7.2 Threats to validity

There are several potential threats to the validity of this study. Firstly,
time constraints may have limited the scope of the rapid review, re-
sulting in the potential exclusion of relevant papers. Additionally,
author bias may have influenced the presentation of advantages and
challenges for RQ1, potentially skewing perceptions of certain AQM
algorithms. Finally, publication bias may have impacted the selection
of papers for the review, potentially limiting the generalizability of our
findings.
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State of the Art: Securing broker-less publish and subscribe
networks

Krishan Jokhan, Marten Struijk

Abstract— The publish-subscribe pattern is a popular way to realise loosely coupled message distribution networks. Throughout
the years, different implementations have been proposed, each with their strengths and weaknesses. This paper focuses on the
security aspect of broker-less pub-sub implementations by means of examining confidentiality, the protection of identities of a network
participants, and authenticity and integrity. Additionally, it is interesting to see how well applicable these implementations are on the
real world, as well as how performing and scalable they have been found.
It is not an easy task to compare different implementations based on the papers selected, due to the differences in reporting. Never-
theless, an overview was made on these proposals, based on the aforementioned topics.
If full subscription confidentiality is desired, it might be better to look into an implementation of publish/subscribe that uses a broker to
transfer messages.

Index Terms—publish subscribe, software-defined networks, distributed systems, security, privacy, review

1 INTRODUCTION

With the rise of the Internet of Things and decoupled distributed sys-
tems the publish and subscribe pattern is gaining popularity. The pub-
lish and subscriber (pub-sub) pattern is nothing new in the field of
computer science. It’s a proven an useful technique to distribute the
load over a network, or to give services the relevant information that
they need to work properly. In traditional applications, these services
often employ a broker that connects the publishers and subscribers and
handles the routing, security and authorisation. Examples of these pro-
grams are RabbitMQ and Apache Kafka. The publish and subscribe
pattern with a centralized broker is not suitable for all applications
where pub-sub could be useful.

For this reason, an alternative exists. A brokers-less pub-sub sys-
tem. These systems don’t deploy a central broker that handles all re-
quests. Rather it can be seen as a network of nodes that coordinates
with each other to handle all relevant tasks. These networks are es-
pecially useful in the Internet of Things where no centralized place
might exist. An example that deploys this strategy is a water quality
monitoring system. In this study, the newly proposed solution seems
even more efficient than the centralized approach [10]. This indicates
that these methods might become more widely used in the future.

Securing these networks, and choosing the right type of security
protocol can be crucial when defining these kinds of networks. For
example: publishers and subscribers should be authorized to publish
or subscribe such that bad actors cannot join the network. Addition-
ally, messages/payloads need to be encrypted in such a way that they
cannot be intercepted or faked. Other security issues also arise. When
deployed in critical infrastructure these threads should be taken into
account.

In order to solve these issues, different kind of access authentication
protocols can be used which all have unique benefits and drawbacks.

By means of comparing different solutions, with this paper we hope
to answer the following research questions:

1. What are the different kinds of security algorithms that exist for
broker-less pub-sub systems?

2. What are their unique benefits and drawbacks?
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The remainder of this paper is structured as follows. We start with
Section 2 in which we will cover some relevant background informa-
tion and related works. After that we outline our approach in Section 3.
We highlight how we found the papers and why they are chosen. Ad-
ditionally we introduce the features on which we compare the algo-
rithms. The results of this approach are outlined in Section 4 in which
we cover each feature separately. In Section 5 the research questions
are answered individually. After that the conclusion of this research
follows in Section 6. Finally, idea’s for future works are shared in
Section 7.

2 BACKGROUND

In this section we will provide some more information about some key
topics that are discussed in this paper.

2.1 Publish and subscribe pattern
The publish/subscribe pattern is a way to transfer messages (or
‘events’) from a sender (the ‘publisher’) to a receiver (the ‘sub-
scriber’). When a publisher joins the pub-sub network, it states which
type of events it will be sending by means of sending an advertisement.
If a subscriber joins the network, it states what kind of events it wants
to receive. As stated before, the transfer of messages from publishers
to subscribers can be done via a central broker or in an interconnected
manner between members of the network. In both situations, this is
mainly done in two manners:

1. topic-based: a subscriber states what kind of topic (stored in a
topic field of an event) it wants to receive. When an event is dis-
seminated over the network, this topic field needs to be exactly
matched in order for the subscriber to receive it [3].

2. content-based: a subscriber receives based on the entire con-
tent of an event [3]. Usually, a subscriber states which kind
of attributes it is interested in, which then could be (partially)
matched in order to be received.

The pub-sub pattern is loosely-coupled, which means that pub-
lishers and subscribers, inherently do not know about each other. A
subscriber does not need to know exactly who will publish desired
events, and vise-versa, the publisher does not need to know who de-
sires the events published. Additionally, events are transmitted in an
asynchronous manner, and members of the network do not need to
be connected at the time an event is transmitted. These three prop-
erties make the pattern a suitable solution for message transmission
in distributed systems. This is strengthened when using a broker-less
pattern, removing a central point of the network.
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2.2 Software-defined networking
Software-defined networking (SDN) is a counterpart to the traditional,
static configuration of networks. It is a cloud-based network, allow-
ing programmable configuration and easy management of the network
[6]. The main power of SDN lays in the decoupling of network logic
(control plane) and the forwarding of packets (data plane). Control
operations are done by a controller, which contains and modifies the
topology of the network. Usage of OpenFlow [2] allows for standard-
ization for implementing SDN.

2.3 Related works
A search for related works that also compared the security of broker-
less pub/sub networks didn’t yield many results. A paper written in
2016 does highlight some of the algorithms, however a comparison is
never made between them [9]. Another study in 2016 highlights a lot
of different pub/sub mechanics but it includes broker and broker-less
solutions. This gives the paper a very big scope [8].

3 APPROACH

In this section, we will describe the process by which we performed
our research. This consists of the paper selection and ways of compar-
ing the found solutions.

3.1 Paper selection and search
To get an overview on the state of the art regarding secure pub-sub
systems, the following query was used on Google Scholar to collect
papers proposing an implementation to the publish subscribe pattern:

(secure OR security) publish subscribe broker-less

For a paper to be included in this paper the following criteria were
followed:

1. The paper has to describe an algorithm to implement broker-less
pub/sub

2. Security of the algorithm must be highlighted.

From the papers found on Google Scholar, 22 papers were selected
of which only 2 were considered relevant according to the criteria [7,
11]. Additionally, two papers given by the supervisor matched the cri-
teria as well and were included [4, 5]. Finally, we incorporated a recent
solution provided in the the Master’s thesis of Braams [12]. Thus, in
total, 5 papers were examined. Summarising, these are namely the
following:

• “Securing broker-less publish/subscribe systems using identity-
based encryption” by Tariq et al. [4]

• “Securing broker-less publisher/subscriber systems using cryp-
tographic technique” by Shitole et al. [11]

• “PLEROMA: A SDN-based high performance publish/subscribe
middleware” by Tariq et al. [5]

• “Securing Publish/Subscribe systems using Software Defined
Networks” by Braams [12]

• “AnonPubSub: Anonymous publish-subscribe overlays” by
Daubert et al. [7]

3.2 Comparison
The provided solutions from the papers were compared with each
other by means of looking at five different characteristics. The reason
for comparing different solutions based on characteristics was chosen
with the aim to provide a sort of common ground of comparison. Bet-
ter comparison techniques, such as actually executing and measuring
the different solutions, were unfortunately not feasible given the time
available for this project.

As a basis, we took the paper of [4], to form characteristics to com-
pare with other implementations. This paper is a well cited reference,
and cited by the other papers as well. Two characteristics were de-
cided upon based on the direction of this paper: security. These are as
follows:

• Confidentiality: Does the implementation protect the identities
of publishers and subscribers?

• Authenticity: Does the implementation check whether an event
is authentic (e.g. not spoofed)?

We found practicability of an implementation important to discuss
as well. Especially given the context in which publish/subscribe sys-
tems might be used, we focused on the decoupling property and over-
head. We included two main characteristics to examine regarding this
point of of view:

• Applicability: How well is the implementation applicable to ex-
isting systems? What needs to be changed in order to apply this
implementation? Does it make use of any existing protocols?

• Performance:

– Overhead: What is the overhead on e.g. joining/leaving
publishers and subscribers?

– Scalability: Does the implementation scale well w.r.t.
growing publishers/subscribers and events?

Each paper will be examined individually based on each character-
istic. Then, the insights on how the characteristics have been provided
will be discussed in Section 5. Based on this, we conclude on what
type of solution is best.

4 RESULTS

In this section, we will discuss the results of our literature survey. Each
subsection will cover an aspect as described in Section 3.2. Each char-
acteristic will be examined in separate sections, but first, we introduce
each selected paper with their given pub-sub solution.

One of the papers provided by the superviser proposes identity-
based encryption to implement secure pub-sub systems. In this pro-
posal Tariq et al. proposes that the attributes are the identities via
which encryption keys are generated, therefore sometimes called
attrbute-based encryption [4]. A subscriber is allowed to decrypt a
message in case it has the right credentials, i.e. it needs to be sub-
scribed to the attributes a message holds. The approach makes use of
a central keyserver which generates keys per attribute, per subscriber.
Furthermore, public keys are fairly simple to obtain, as any string can
be used as the public key of a network participant.

Contrary to identity-based encryption, Shitole et al. use elliptic-
curve cryptography to handle security [11]. Here, the goal is to use
keys of small size, to enhance time and space efficiency. To further
improve efficiency, cloud-services are used for computational tasks
such as verification. Otherwise, the approach is similar, with a central
keyserver handing out keys, with each attribute having a separate key;

To handle the dynamic nature of pub-sub systems, with
(un)subscriptions and (un)advertisements happening while the sys-
tem is running, Tariq et al. propose an SDN-based middleware called
PLEROMA [5]. In essence, the SDN controller knows the entire topol-
ogy of the network, and handles transmission of messages with high
performance.

The Master’s thesis of Braams also focuses on an SDN based solu-
tion for secure pub-sub systems [12]. Here, an efficient solution is pro-
posed and implemented by means of SDN and Programming Protocol-
independent Packet Processors, or P4 switches for short. Additionally,
attribute-based encryption is used, namely Cipertext attribute-based
encryption (CP-ABE).

Specifically aimed on achieving confidentiality, Daubert et al. pro-
pose AnonPubSub, a distributed solution to both protect the informa-
tion transferred in the system, as well as the identities of both publish-
ers and subscribers [7].
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Comparing the algorithms directly is a rather hard task since no
pre-made platform exists to perform this task.

4.1 Applicability
It is interesting to know what needs to be done or changed in an exist-
ing system for a solution to be able to be used in a real setting. Topics
that surround applicability include ease-of-use, usage of existing pro-
tocols and interoperability with different pub-sub implementations.

The usage of identity-based encryption in contrast to a public key
interface (PKI) reduces the amount of keys that need to be managed
[4]. In this solution, any string is a valid public key, which makes it
trivial to get the public key of a fellow participant. Furthermore, the
usage of a single master public key makes it possible for smart-cards
to be used to store the key.

A stregnth in applicability is the usage of existing protocols, in con-
trast to proposing novel ideas. AnonPubSub [7] also uses existing pro-
tocols, namely SCAMP for maintaining the neighbourhood and UDP
for messaging. A strength in PLEROMA [5] lays in the usage of the
IP protocol in order to encode attributes and transmit these. Further-
more, a controller creates virtual hosts to communicate with outside
networks, and it does not need to know anything about the structure of
these. This makes the algorithm applicable in a heterogeneous setting:
together with systems that do not run the same algorithm.

The usage of cloud services reduce the cost of deploying and using
the approach proposed in [11].

4.2 Performance
Performance is an essential factor when designing a publish/subscribe
network. In this section, we will outline some of the performance
characteristics of broker-less pub/sub-networks.

4.2.1 Overhead

Each of the papers viewed uses encryption to securely transmit data to
the other nodes present in the network. For this paper, we will mostly
look at the overhead of the encryption of the messages. Encryption
can happen based on multiple factors. Either all messages received by
the node are to be encrypted, or only some based on its attributes.

Making a fair comparison between all the different techniques is
hard, because most papers didn’t use the same hardware specifications
nor, the same amount of nodes, attributes of message length. In general
it can be said that the stronger the encryption, the more overhead there
will be.

For example in the paper by Tariq, overhead is measured by com-
paring it to a less secure system (overhead 250ms) [4]. Additionally
they provide the CPU usage for all steps. The paper by Braams also
comparse the overhead of using different filters for content types. It
notes that for it’s implementation OR filters have a much higher de-
cryption time [12]. The paper about the PLEROMA algorithm mostly
looks at the overhead of the controller which which is less relevant for
this section [5].

The paper by Shitole [11] doesn’t show any evaluation of the over-
head of the system.

4.2.2 Scalability

When talking about scalability the metrics most often used are the
events that are published using a network of a large number of nodes.
Scalability is important if the network consists of a large number of
nodes that need to effectively communicate the events with minimal
or no loss of data.

In broker-less pub-sub systems nodes are connected to several other
nodes. Nodes can receive messages and have the option to either de-
crypt its message contents, and/or forward it to other connected nodes.
Part of the security protocols is building these networks and ensuring
they receive the right encryption keys.

Regarding the sharing of encryption keys, solutions that use a single
master server tend to be the best in terms of performance. For exam-
ple, a master server key server can easily be replicated. These key
servers can then be used to provide the nodes with the encryption and

decryption keys [4]. A downside to this approach is that a new cen-
tralized place has been introduced, in a system that tries to eliminate
the need for such a centralized entity.

Central key server [4], [5],[7], [12], [11]
Other solutions

Table 1. Key distribution method

As can be seen in Table 1 all solutions make use of an centralized
key server. This means that in terms of scalablity there won’t be much
difference in this aspect.

In terms of routing different solutions are used. The configuration
of the network can either be handled by the nodes themselves or a mas-
ter server that has knowledge of all nodes and routes. When a master
server handles the routing configuration it’s important the algorithm is
efficient and doesn’t overload certain nodes. Additionally it’s impor-
tant that a message isn’t forwarded many times without actually being
consumed.

The system described by Tariq [4] uses a tree structure to which a
request can be made to connect. The node will then be connected to
the tree in such a way that their attributes are contained by their parent
nodes. This ensures that the tree that events are send only to nodes that
either need to forward them or consume them. Scaling this solution for
big trees can be an issue since the connection message needs to travel.

AnonPubSub also uses the nodes to configure the network. It uses
SCAMP, a peer-to-peer lightweight membership service for large scale
communication [7] [1]. The use of SCAMP ensures that no node has
knowledge over the whole network and it’s particpants. Networks
loops are detected by the algorithm in AnonPubSub. Due to not know-
ing the full extend of the network size, it could be that a message
travels quite some nodes, while a shorter route might be possible.

PLEROMA uses a different strategy and opts to use a central rout-
ing server that has knowledge of all routes. Using this knowledge
it can construct multiple spanning trees. This ensures that no node is
flooded with messages and that the maximum amount of hops between
nodes can be minimized.

Central routing server [5], [12]
Handled by nodes [4], [7]

Not explicitly mention [11]

Table 2. Routing mesh

Generally the central routing server solutions scale better because
less messages are required to reconfigure the network when a node
connects or disconnects from a certain topic of attribute.

4.3 Confidentiality
An important goal to achieve security is to achieve confidentiality. The
goal is to hide the identities of publishers and subscribers in the net-
work, which by definition is already present to some extent: publishers
do not know who will receive their messages and vise-versa. This is
covered in all solutions discussed in this paper.

However, when utilizing a broker-less variant of the pub-sub net-
work, it is hard to achieve full confidentiality on all fronts. For
instance, [4] states that full subscription confidentiality cannot be
reached when subscribers are clustered together based on the attributes
they are subscribed to. This automatically makes it explicitly hard to
achieve confidentiality for a number of the examined solutions [11, 5,
4].

Instead, for the solution of [4], only a weaker variant of subscription
confidentiality is realised via multi-credential routing. This makes sure
that at most information about neighbouring subscribers is known.
Additionally, the credential generation proposed allows for splitting a
credential into more fine-grained variants. If each of these are spread
across different parents, it is harder to recover the initial credentials.
This does not make the solution watertight, the different parents could
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still collude in order to undo the mitigation. To provide event con-
fidentiality, subscription keys should always be bound together per
subscriber, as they could separately (or subsets of them) be part of
different subscribers.

Similarly, Multi-credential routing is also used in [11] to achieve
subscription confidentiality. This technique is extended to also pro-
tect publishers. Furthermore, it was found that the usage of the cloud
made it possible to intercept man-in-the-middle attacks. This makes
sure that, for instance, eavesdropping is harder to accomplish. The
paper admits that the usage of ECC might not be the strongest solu-
tion for encryption, albeit time and space efficient, and suggests that
an attribute-based variant might be better.

Similarly, the PLEROMA algorithm [5] makes use of a similar at-
tribute mechanism, and makes sure false positives are minimized, by
making sure coverage rules are met: a publisher and subscriber must
match a subspace in a tree in order for an event to be forwarded. Fur-
thermore, only the direct switch connected to the host a participant
(publisher or subscriber) is running on knows of its identity. Each con-
troller in the SDN network only knows of its neighbouring networks,
and the identity of neighbouring controllers stays unexposed.

The AnonPubSub solution provides notification and subscription
confidentiality. Pseudonyms are sued in order to hide the content of an
attribute, and encryption is used to transfer notification. A key is only
received by members of closed attribute groups.

Encryption is a recurring tactic to provide confidentiality. Both an
asymmetric public/private key as well as a symmetric key solution are
used in [4] in order to find a balance in efficiency and strength: sym-
metric keys are used to encrypt messages as they are not dependent on
the plaintext content. The solution provided in [12] makes sure all data
transmitted is encrypted, such that switches are not able to eavesdrop
and access data. Furthermore, subscribers are independent of each
other, and are unable to collude in order to view content.

4.4 Authenticity
Authenticity makes sure that messages are authentic, for instance,
coming from trusted sources and participants of the network. As well,
following [4], subscribers should only be able to receive events they
are allowed to. In this way, it makes it related to confidentiality, and
some of the tactics summarised there are applicable on this topic as
well.

All the papers discussed in this paper have points to provide authen-
ticity. The identity-based solution of [4] verifies events by means of
the master public key and a defined relation between different parts of
the encryption, as well as the usage of signatures. The latter is also
used to enforce integrity and authenticity in AnonPubSub [7]. Here,
signatures are used to authenticate publisher advertisements and noti-
fication messages. This is additionally used to prevent forms of spam-
ming.

Authenticity is also handled in [12] to make sure only publishers
that are authenticated are allowed to send messages. Finally, the usage
of a third-party authority attempts data tampering in the cryptographic
solution provided in [11]. In this design, all verification is done by the
third party in order to minimize cost on the user-side.

5 DISCUSSION

In this section, we will discuss the results of our short study and its
possible shortcomings. We try to answer the research questions below.

As it turns out comparing algorithms is a hard task. This is because
each of them has been created for a specific context, and even if this
context is the same the testing methods have not been standardised
such that papers can easily be compared with each other. This makes
it hard to judge the progress in the field, but also the effectiveness of
new works. In Section 7 we will touch on this a bit more.

5.1 What are the different kinds of security algorithms that
exist for broker-less pub-sub systems?

Each of the approaches have been discussed in Section 4. We found
that there exists a similarity in the solutions examined. Since the pa-

pers all propose a broker-less pub-sub implementation, participants of
the system are ordered in trees, which are used to relay events.

The approaches mainly differ in how encryption is realised and on
what fronts. Furthermore, some approaches make use of third parties
such as cloud-services or a third party authority for key management
[11].

5.2 What are their unique benefits and drawbacks?
A big drawback therefore lays in subscription confidentiality, it is im-
possible to achieve full subscription confidentiality: neighbouring sub-
scribers (i.e. with similar subscriptions) will know of each other by
means of coverage (credentials to be more coarse or fine-grained) as
this is how messages are delivered to appropriate subscribers. This was
explicitly stated in three of the papers [11, 5, 4], but one may suggest
that this applies to the remainders as well. The problem is somewhat
mitigated by providing a weaker form of subscription confidentiality.

As seen in the results, there is a great benefit in using existing pro-
tocols and technologies. Using SDN as a basis for networking such as
in PLEROMA [5] allows another layer of decoupling, which is ideal
for distributed systems and cloud computing.

While cloud services provide a relaxation in costs [11], one might
question whether these services are ideal, especially in highly sensi-
tive environments where third parties are lesser trusted. This can be
extended to the usage of third-party authorities, also used in [11]. Fur-
thermore, the paper admits that ECC is not the strongest encryption
method out there, all of this making the proposal possibly less suitable
for highly sensitive environments. Because multiple papers aim on an
attribute-based encryption, this might be a good property for a secure
pub-sub system.

All the proposed solutions aim to protect authenticity in different
manners.

In terms of performance all proposed solutions we found used a
central key server to distribute encryption keys and certificates. One
could argue that these systems are less secure if this server get’s com-
promised and can be seen as a single point of failure. This is a tradeoff
in terms of scalability since a single master key server can more easily
be replicated. And it prevents keys from being send over the complete
network each time a subscriber or publisher joins.

Overhead wasn’t something that was comparable between the pa-
pers in a significant way due to the different approaches in terms of
measuring this, or even just completely not mentioning it.

Another finding that was rather unexpected was that all solutions
deployed some kind of centralized key management system. No real
difference exists between the different solutions in this regard. This is
rather surprising since by removing the broker, one would expect no
centralized entity to exist. However as it turns out, it is hard to keep
the security of a system high if there is no solid key management. One
can conclude that the main focus for all algorithms is to ensure there is
no centralized place for message traffic, but for key management they
all conclude that it’s fine to do this centralized. We expand more on
this in Section 7.2.

6 CONCLUSION

In this paper, five implementations of the publish/subscribe pattern
were examined and discussed. On a total of five main characteristics,
the approaches were discussed based on applicability, performance,
scalability, confidentiality and authenticity. We found that there exists
a similarity in some approaches, mainly in the organisation of mem-
bers of the network by means of using spanning trees.

If full subscription confidentiality is desired, it might be better to
look into an implementation of publish/subscribe that uses a broker
to transfer messages, in contrast to categorizing subscribers in trees.
Broker-less implementations of the publish/subscribe pattern might
not be optimal for all situations, such as highly sensitive environments,
but it seems that for many, a good compromise can be made.

7 FUTURE WORKS

In this section we will outline some idea’s for future works we think
are interesting to explore based on this paper.
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7.1 Standardized testing framework
A lot of different implementations exist but no normalized effective
means to compare them seem to be in place. This makes it hard for
reviewers, and compare new algorithms. A future work could focus
on building or defining a standardized method of testing such that al-
gorithms can easily be compared in terms of performance, and maybe
even security.

7.2 Broker less pub/sub network without centralized key
server

An interesting finding of this paper is that all solutions deploy a key
server. This centralized key server handles encryption keys. Although
this simplifies the process of key management, once could argue that
this goes against idea of having a centralized entity in the network.
An interesting research future would could focus on maintaining se-
curity without such a key server, such that a completely decentralized
network can be created.
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Logistic Regression and Linear Discriminant Analysis: A
Comparative Overview and an Empirical Time-Complexity Analysis

Eelke Landsaat, Johanna Lipka

Abstract— Classification of data into groups based on predictor variables has been a major concern in many research areas for
decades. While modern approaches can obtain high predictive performance, they often come with the drawbacks of high complexity
and computation time. Considering this, classical approaches still play an important role in the field, and increasing practical under-
standing of their use cases may have a positive impact on newer approaches as well. Two such approaches, logistic regression (LR)
and linear discriminant analysis (LDA), have been the subject of several comparisons in previous works.
In this paper, the methods and results of several such works are summarized and compared, taking into account various hyperparam-
eters, evaluation metrics, and use case specifics. Additionally, an empirical time complexity analysis is carried out for the two model
types to enrich the discussion of which to use with considerations regarding the training time. Strengths and limitations of the work
are discussed.
Ultimately, a guideline is proposed outlining which model to employ given varying use case characteristics. The general conclusion is
to use LDA only when training time is of the essence, as an LDA model is found to be trained 33% faster than an LR model. In other
cases, LR tends to be the better option due to higher predictive performance, with few exceptions.

Index Terms—Linear discriminant analysis, logistic regression, multivariate statistics, classification

1 INTRODUCTION

The objective of this paper is to summarize and compare the results of
Lei and Koehly [11], Liong and Foo [12], and Pohar, Blas, and Turk
[15], to provide a comprehensive overview of the relative performance
of linear discriminant analysis (LDA) and logistic regression (LR). We
complement the results with experiments comparing LDA and LR in
terms of their empirical time complexity. Ultimately, we propose a
guideline indicating when to use which of these techniques and with
which parameter settings.

LDA is a generalization of Fisher’s linear discriminant [5] and is
used to find a linear combination of features that separates objects into
distinct classes. It is related to other statistical methods such as anal-
ysis of variance (ANOVA) [17], regression analysis [6], and principal
component analysis (PCA) [1].

LR models the probability of an event taking place based on various
predictor variables. The logistic model was first developed by statisti-
cian Joseph Berkson in the 1940s as a way to model the relationship
between binary outcomes and predictor variables in medical research
[4]. The logistic regression model was further refined by David Cox in
the 1950s and 1960s, who introduced the concept of maximum like-
lihood estimation for fitting the model parameters [4]. The method
became widely used in medical research and social sciences in the
1970s and has since become a standard tool in many fields, including
epidemiology, marketing, finance, and machine learning.

While the predictive accuracy of LR and LDA have been examined
in existing literature [11] [12] [15], there is still a need for a com-
prehensive overview and guidelines motivating the choice of method.
Moreover, the existing comparisons rarely take computation time into
account, even though this may be a deciding factor for some. This pa-
per aims to close these knowledge gaps by summarizing the results of
previous comparisons and supplementing them with an empirical time
complexity analysis.

LR and LDA are explained in-depth in sections 2.1 and 2.2, respec-
tively. Sections 2.3 and 2.4 describe the hyperparameters and evalua-
tion metrics used by [11, 12, 15]. Section 3 outlines the methods and
results obtained by [11, 12, 15]. In section 4, we present our contri-
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bution to the discussion in the form of an empirical time complexity
analysis. In section 5, we aggregate and discuss our findings and those
of [11, 12, 15]. Section 6 summarizes and concludes the discussion of
the results. Section 7 enumerates some possible directions for future
studies.

2 PRELIMINARIES

LR and LDA are two multivariate statistical methods used to classify
data into distinct groups. While they can both be used to create linear
classification models, they differ in their preconditions and assump-
tions made about the data.

2.1 Logistic Regression

Logistic regression models are statistical tools that describe the rela-
tionship between a qualitative dependent variable and a set of inde-
pendent or predictor variables [9]. They are used to investigate how
the predictor variables impact categorical outcomes, such as the pres-
ence or absence of disease. When the outcome is binary, the model is
referred to as a binary logistic model. When only one predictor vari-
able is used, we speak of a simple logistic regression, whereas mul-
tiple predictors, such as risk factors and treatments, make the model
a multivariate or multiple logistic regression [14]. Since all three of
the papers we are summarizing and comparing make use of multivari-
ate logistic regression with a binary outcome variable, this is the main
focus of this section.

Multivariate Logistic Regression When more than one predic-
tor variable is used, the model is referred to as a multivariate lo-
gistic regression. A set of p predictor variables may be denoted as
xT = (x1,x2, ...,xp), and the probability that the outcome Y is present
may be denoted as P(Y = 1|x) = π(x). The logit function for multi-
variate logistic regression is given by:

g(x) = β0 +β1x1 +β2x2 + ...+βpxp (1)

This function produces a value that may range from negative to pos-
itive infinity that can be used in the logistic regression function. The
parameters β0,β1, ...,βp are the coefficients that represent the effect of
the input variables on the odds of the event happening. These may be
referred to as a vector βββ T = (β0,β1, ...,βp). βββ is obtained by fitting
the logistic regression model to the training data. Using Equation 1,
the multivariate logistic regression may then be described as follows:
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π(x) =
eg(x)

1+ eg(x) (2)

Fitting the Model Fitting the model to the data requires a set of
n observations (xi,yi), with i = 1,2, ...,n, and an estimation for βββ in
Equation 1. The logistic regression model tries to find the best βββ that
can predict the outcome variable (i.e., the probability of the event hap-
pening) based on the input variables. This is achieved using the max-
imum likelihood method, which tries to find values for the unknown
elements of βββ that maximize the probability of obtaining the observed
set of data [9]. First, a likelihood function is constructed as follows:

l(βββ ) =
n

∏
i=1

π(xi)
yi [1−π(xi)]

1−yi . (3)

Since it is more convenient for computations and stability, the log
of Equation 3 is used. To optimize the parameters β0,β1, ...,βp, the
log likelihood function is differentiated with respect to β j,∀ j ∈ [0..p],
and the resulting equations are set to 0 and solved for β j. Solving for
β j requires iterative methods that adjust the values until a solution is
found. For this reason, logistic regression is computationally expen-
sive, especially with large sample sizes and many predictor variables.

In practice, there are multiple choices for these iterative methods,
such as Gradient descent [16], the Newton-Raphson method [2], or
L-BFGS [13]. The choice of method may depend on various factors,
such as the number of samples, the number of input variables, and the
structure of the data.

Theoretical Time Complexity In the following, we may refer to
the sample size as n. Training an LR model involves n operations in
O(p), resulting in a total time complexity of:

O(np) (4)

2.2 Linear Discriminant Analysis
As opposed to Logistic Regression, where no assumptions are made
on the distribution of the independent variables, LDA has been devel-
oped for normally distributed independent variables. It is used to find
a linear combination of independent variables that maximally sepa-
rates different classes. LDA makes the assumption that classes have
common covariance matrices (see also subsection 2.3) [8]. These as-
sumptions simplify the calculation of the posterior probabilities and
allow LDA to be implemented efficiently [10].

The model Since Lei and Koehly [11], Liong and Foo [12],
and Pohar, Blas, and Turk [15] only consider binary outcome vari-
ables in their experiments, we focus on an LDA model with only two
classes. The population may be denoted as P and is divided into k
classes Π1,Π2, ...,Πk. In P, each item can be classified into exactly
one of the classes. The measurements of an item in P is denoted as
X = (X1, ...,Xr)

T , where X1,X2, ...,Xr are the discriminating or fea-
ture variables, which have been chosen to distinguish between the k
classes [10].

LDA is based on Bayes’ theorem, which calculates the posterior
probability that x belongs to Πi, i = 1,2:

p(Πi|x) = P(X ∈Πi|X = x) =
fi(x)πi

f1(x)π1 + f2(x)π2
, (5)

where πi is the prior probability that the observation belongs to the
class Πi, and fi(x) is the conditional multivariate density of X in the
class Πi. An observation x is assigned to Π1 if:

f1(x)
f2(x)

>
π2

π1
. (6)

LDA makes Bayes’ rule classifier more specific by assuming that
the multivariate probability densities are normally distributed and have
a common covariance matrix. The linear discriminant function for
LDA can be written as:

y(x) = wT x+w0, (7)

where x is the input vector of features, w is a weight vector, and w0 is a
bias term. The weight vector and bias term are computed based on the
mean and covariance matrix of each class in the training data (Least
squares solution). Equation 7 is formally the same as Equation 1 but
written differently, showing that the two methods LR and LDA do not
differ in fucntional form but mainly in the estimation of coefficients
[15].

Theoretical Time Complexity The time it takes to train an LDA
model is in (see [3]):

O(ndt + t3), (8)

where t =min(d,n). Since we will only consider the case where d < n,
we can simplify this time complexity to

O(nd2) (9)

for our purposes.

2.3 Hyperparameters
Lei and Koehly [11], Liong and Foo [12], and Pohar, Blas, and Turk
[15] investigate LR and LDA with varying hyperparameters. These
experiment variables, indicated with italics, are explained in this sec-
tion.

The prior probability is a setting that LDA uses as an initial esti-
mation of the group distributions. Groups have covariance matrices
associated with them, which contain variances of predictor variables
along the main diagonal and covariances between them in all other po-
sitions. The cut-score of a model in a binary setting is the output value
below which samples are classified as one group and above which they
are classified as the other. The level of normality of a data set is used as
a hyperparameter as well, although not always clearly defined. It can
be measured using statistical tests such as the Shapiro-Wilk test. The
Mahalonobis distance is a measure of the distance between two groups
of data points and defined as the distance between the group centers.
Finally, the direction of distance between group means is used as a
hyperparameter as well.

2.4 Evaluation Metrics
In this section, we outline the performance evaluation metrics used by
[11, 12, 15] to examine the performance of LDA and LR. The evalua-
tion metrics themselves are italicized.

The classification error is defined as the fraction of incorrectly clas-
sified objects. Conversely, the accuracy is the fraction of correctly
classified objects and can be calculated by 1 - classification error.

The B-index can be used to describe the performance of model pre-
dictions. It is the complement of the more well-known Brier-score and
can be calculated as:

B = 1−
n

∑
i=1

(Pi−Yi)
2/n, (10)

where n is the number of samples, Yi is the actual group membership of
sample i, and Pi is the classification probability of sample i into group
1. A B-index of 1 corresponds to perfect prediction, while 0 indicates
perfect false prediction. The b-index provides a more nuanced picture
than the accuracy, as it takes into account the predicted probability of
group membership, as opposed to the predicted label only.

The C-index measures the ability to discriminate between classes.
It is calculated as [15]:

C =
n

∑
i=1

n

∑
j=1

[I(Pj > Pi)+
1
2

I(Pj = Pi)]/n0n1, (11)

where I is an indicator function, and n0 and n1 are the numbers of
elements with predicted class labels 0 and 1, respectively. A C-index
of 1 indicates perfect discrimination, while 0.5 corresponds to random
prediction. Note that the C-index does not depend on the true classes
of the samples.
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The Q-index is another measure of predictive accuracy, but on the
interval [−1,1]. It is calculated as [15]:

Q =
n

∑
i=1

[
1+ log2(P

Yi
i (1−Pi)

1−Yi)
]
/n, (12)

with the aforementioned variable definitions. A Q-index of 1 denotes
perfect prediction, while 0 corresponds to random prediction. Further
discussion of these indexes as evaluation metrics is given by Harrel
and Lee [7].

3 COMPARISON PAPERS

In this section, we discuss the methods used by Lei and Koehly [11],
Liong and Foo [12], and Pohar, Blas, and Turk [15] to compare the
classification performance of LDA and LR under various conditions,
as well as the results they obtained.

3.1 Methods

Pohar, Blas, and Turk [15] first consider the case where all assump-
tions for LDA are met and examine the influence of sample size, co-
variance matrix, Mahalanobis distance, and the direction of distance
between the group means. They also compare the performance of both
methods in regard to categorization and when the normality condition
of LDA is not met (see Table 1).

Liong and Foo [12] examine seven real datasets with different de-
grees of normality, number of independent variables, and sample size.
Moreover, LDA performance was also tested with different prior prob-
abilities.

Lei and Koehly [11] use simulated data to examine the performance
of LDA and LR with equal and unequal covariance matrices, a small
and a large degree of group separation, different prior probabilities
(50:50, 25:75, 10:90) and varying sample size (100 and 400). They
used three predictor variables which were assumed to be normally dis-
tributed within groups.

Table 1: Hyperparameters per paper.

Lei and Koehly [11] Liong and Foo [12] Pohar, Blas, and
Turk [15]

Sample size, Sample size, Sample size,
Prior probability, Prior probability, Covariance matrices,
Covariance matrices, Level of Normality, Level of Normality,
Squared Mahalono-
bis distance,

Number of predictor
variables

Mahalanobis dis-
tance,

Cut-score Direction of dis-
tance between group
means,
Categorization

Pohar, Blas, and Turk [15] use the B, C, and Q indices to compare
the predictive accuracy of LR and LDA. They state that while classi-
fication error is an insensitive and statistically insignificant measure,
they still include it in some experiments since it is an intuitive mea-
sure. The C-index is a measure of discrimination between the groups,
and the B and Q indices are measures of predictive accuracy.

Liong and Foo [12] compare and evaluate the performance of LDA
and LR using the percentage of accurate classifications although ad-
mitting that it is insensitive and statistically insignificant. They also
use the B-index as a measure of predictive accuracy.

Lei and Koehly [11] only consider the classification error when
comparing the two methods.

Table 2: Evaluation metrics per paper.

Lei and Koehly [11] Liong and Foo [12] Pohar, Blas, and
Turk [15]

Classification error Accuracy, Classification error,
B-index B-index,

C-index,
Q-index

3.2 Results
The results of the experiments detailed in the previous section are dis-
cussed in this section.

Pohar, Blas, and Turk [15] found that in the case where the inde-
pendent variables are normally distributed, the sample size has the
largest impact on the difference between LDA and LR performance.
As the training sample size is small, it can differ substantially from
the test sample in terms of distribution, which leads to LR performing
slightly worse in terms of the B, C, and Q indices and the classifica-
tion error. As the sample size increases, the sampling distribution will
increase in stability and therefore lead to better results for LR. They
found that the LDA coefficient estimation also becomes more accurate
as the sample size increases, but since the LR indices are increasing
faster the difference between the models decreases as the sample size
grows. They found that the differences between the methods become
negligible with a sample size larger or equal to 50.

Moreover, they found that for the other parameters, e.g., the covari-
ance matrix/ correlation, the direction of distance between the group
means, and the Mahalanobis distance, LDA and LR do not differ much
in terms of performance, though LDA is slightly better. Only when the
Mahalanobis distance is large LR will outperform LDA.

When considering cases where the normality assumptions are not
met, and the distributions are skewed, Pohar, Blas, and Turk [15] found
that LR performs better than LDA as skewness grows. The sign of the
skewness does not matter.

Liong and Foo [12] found that for all levels of normality in their
study, LR outperformed LDA. Even when the normality assumption
was met fully, LR resulted in a higher B-index than LDA. Moreover,
they found that with increasing sample size, LR had a higher percent-
age of correct classification than LDA. Moreover, they compared the
performance of LDA and LR in terms of computing time for three
datasets of different sizes and found that overall, LR was faster. Fi-
nally, they examined the effect of prior probability on the performance
of LDA and compared the B-index values using equal prior probability
to those using computed prior probability. They found that the com-
puted prior probability values lead to a higher B-index in two out of
three cases.

Lei and Koehly [11] found that the optimal cut score is 0.5 for LDA
with proportional or accurate prior probabilities or LR with a represen-
tative sample if the goal is to reduce the total misclassification error.
When the separate group misclassification rate is important, e.g., in
scenarios where it is more harmful to misclassify one group than an-
other, they found that LR or LDA with extreme priors (10: 90) and
a cut-off score of 0.5 is the best method for reducing the large-group
classification error, and LDA with equal priors and a cut score of 0.1
for reducing the small group classification error. They do, however,
advise the use of the optimal methods for separate group misclassifi-
cation only with great caution and when the cost of misclassification
is evidently greater for one group than the other.

Additionally, they found that LDA, performed on distributions with
unequal covariance matrices, only performed worse in large-group
misclassification. Contrary to their expectation, for the small-group
misclassification rate almost all combinations of method and cut-score
performed better when the covariance matrices were unequal.

4 EMPIRICAL TIME COMPLEXITY ANALYSIS

Although Lei and Koehly [11], Liong and Foo [12], and Pohar, Blas,
and Turk [15] all thoroughly investigated the performance of LR com-
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pared to LDA in terms of classification results, the time consumed by
each algorithm to obtain these results played a small role only in [12].
In this section, we present an empirical time complexity analysis com-
paring the computation time for training LR and LDA. Our goal here is
to refine the guidelines for which model to choose in a practical setting
by varying the parameters, n and p, of the theoretical time complex-
ity of LR and LDA and observing the effect on the time consumed by
each algorithm. Specifically, we attempt to verify the time complexi-
ties at the chosen scales and determine which model is faster for which
parameter values.

4.1 Method
For the sake of imitating a realistic machine learning environ-
ment, we used the scikit-learn package for Python as a
provider of the LDA and LR training algorithms. For LDA, the
LinearDiscriminantAnalysis class was used. For LR, we
used the LogisticRegression class. All elements involving
pseudo-random number generation were seeded with seed 0.

4.1.1 Models
Here, we describe the specifics of the models used for the time com-
plexity analysis. For both LDA and LR, we fit a new instance of the
respective model class for each experiment.

LDA The pivotal property affecting the time complexity of train-
ing a predictive model is the iterative method (solver algorithm) used.
We opted for the singular value decomposition solver, as it is most ef-
ficient for data sets with a large number of samples (whenever we use
a superlative term, such as ’most efficient’, in this context, we imply a
comparison with the other options available in the scikit-learn
package). We let the algorithm base the prior distributions on the
samples, which were always divided 50/50, to simulate an absence
of knowledge about the population distributions by the user. Further-
more, we set the tolerance for considering a singular value as signifi-
cant to its default value of 0.0001, not to make any assumptions about
the specific use case. The parameters shrinkage, n components,
and covariance estimator were all set to None to mimic a
plain use case of LDA. We set the parameter store covariance
to False, not to induce any extra computation time which would only
be beneficial when more predictions would be performed with varying
solvers.

LR As a solver for LR, we used stochastic average gradient de-
scent with averaging (SAGA), since it is most efficient for data sets
with many samples and many features and it supports L1 penalty
terms. To represent the average LR use case, we used a combination of
L1 and L2 penalty terms with elastic net, with an l1-ratio of 0.5.
For the same reason, we set the regularization strength, controlled by
the C parameter, to the default value of 1. As a tolerance for the con-
vergence stopping criteria, we used the default value of 0.0001, not to
make any assumptions about the usage scenario. To imitate an absence
of knowledge about the data, we set the fit intercept parameter
to True, which adds a bias term to the model. For the same reason,
we set the class weight to balanced, which bases the class weights
on the distribution of the sample data. We set random state to 0
to ensure reproducibility of the experiments. The iteration limit was
set to 1000, as this was experimentally sufficient for the algorithm to
converge in all experiments. Since the outcome variable is binary, we
used the one-versus-rest strategy set by the multi class parameter.
The remaining parameters were all either not relevant in this context
or not applicable in combination with the SAGA solver.

4.1.2 Data
To be able to obtain many uniformly distributed data points, we used
simulated data. The data always consisted of 2 outcome variables, in
line with the comparison papers, and a varying number of predictor
variables. The predictor variable distributions per outcome variable
were Gaussians and only differed in their mean. This is because it
is generally not advisable to use LDA if approximate equality of the
covariance matrices for each class has not been shown, so we assume

that the user has investigated this. We set the mean vectors of the 2 dis-
tributions to have norm 0.5 and to point in opposite directions, putting
them a unit distance apart around the origin. Following the assumption
of both LR and LDA that predictor variables are not highly collinear,
we set the covariance matrices to be diagonal matrices with uniformly
distributed entries in the range [0,1). We assume that the user made
sure of this condition, either by concluding that it is approximately
true for the data naturally or by making it true using some form of
preprocessing, such as PCA.

Experiments were performed with numbers of predictor variables
in the range [10,20, ...,160] and numbers of samples in the range
[10000,20000, ...,200000]. These ranges were chosen, as they induce
similar changes in training time. For each combination of a number
of features and a number of samples, 1 data set was generated and
used for training 10 times. This is to allow for the derivation of medi-
ans and confidence intervals and to alleviate the effect of background
processes on the reported execution time.

4.2 Results
As can be observed in Figure 1, the LDA training experiments resulted
in a rather smooth ’landscape’ of execution times. There seems to be
somewhat equal variation in both dimensions, with a clear minimum
and maximum in execution time at the minima and maxima of n and
p, respectively. Figure 2 is highly similar to Figure 1, with the excep-
tion that all of the execution times are higher and the landscape shows
higher variation in execution times at close parameter values. Note
that the colour map has the same scale in both figures and that the axes
are identical.

The remaining figures show slices of the landscapes in Figures 1
and 2 to paint a more detailed picture of the results. Since Figures
1 and 2 do not give us any reason to suspect a significant difference
in the shape of a slice depending on its location in the landscape, we
arbitrarily choose the middle value on each axis to set as a constant for
each slice.

The Figures 3, 4, 5, and 6 show that the execution time for train-
ing both the LDA model and the LR model can be fit linearly very
closely against both n and p, with R2 values exclusively greater than
0.94. Figure 5 does not confirm the quadratic dependence of the train-
ing time on the number of predictor variables given by Equation 9, as
the quadratic fit and the linear fit are approximately equal across the
complete range of the number of predictor variables.

The more variable nature of the training time for LR than LDA for
varying n and p is also confirmed by the figures, as the LR curves are
more jagged than the curves of LDA.

In Figures 3 and 4, there is a drop in training time from 110,000

Fig. 1: Median execution times of training the LDA model with vary-
ing sample sizes and numbers of predictor variables.
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Fig. 2: Median execution times of training the LR model with varying
sample sizes and numbers of predictor variables.

Fig. 3: Execution time of training the LDA model with 80 pre-
dictor variables. The linear regression line describes the equation
y = 1.754 ·10−5x+0.1058 and has R2 = 0.9879.

to 120,000 samples. A similar, though less prominent drop can be
observed in Figures 5 and 6 from 140 to 150 predictor variables.

5 DISCUSSION

Here, we present a discussion of the reviewed papers and the time
complexity analysis, giving rise to a guideline on when to use which
model, given in section 6.

5.1 Comparison Papers
Lei and Koehly [11], Liong and Foo [12], and Pohar, Blas, and Turk
[15] all came to slightly different conclusions on the performance of
LDA vs. LR based on their respective studies.

Pohar, Blas, and Turk [15] and Liong and Foo [12] disagree on the
relative performance of LDA when the normality assumption is satis-
fied. The former found that in this case, LDA performs slightly better
than LR. Only when the sample size grows large does LR perform
equally well. Liong and Foo, however, found that even when the inde-
pendent variables are normally distributed LR outperforms LDA. To
come to this conclusion they used a dataset of only 25 observations
and an unknown sample size, whereas Pohar, Blas, and Turk use sam-
ple sizes ranging from 40 to 1000. According to Pohar, Blas, and Turk
[15], LDA performs better than LR when using small sample sizes
which was not the case for Liong and Foo [12].

Fig. 4: Execution time of training the LR model with 80 pre-
dictor variables. The linear regression line describes the equation
y = 2.644 ·10−5x+0.6353 and has R2 = 0.9499.

Fig. 5: Execution time of training the LDA model with
100,000 samples. The linear regression line describes the
equation y = 0.02523x−0.07262 and has R2 = 0.9879.
The quadratic regression line describes the equation
y = 3.262 ·10−5x2 +0.01969x+0.09376 and has R2 = 0.9845

.

Fig. 6: Execution time of training the LR model with 100,000
samples. The linear regression line describes the equation
y = 0.03755x+0.8352 and has R2 = 0.9514.
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Liong and Foo [12] also found that using computed prior probabil-
ities according to group sizes as opposed to equal ones increased the
performance of LDA in terms of B-index and percentage of correct
classification. This coincides with Lei and Koehly [11] who recom-
mend LDA with proportionate prior probabilities and a cut-score of
0.5 for the least amount of wrong classifications.

5.2 Empirical Time Complexity Analysis
The observed drops in training time in Figures 3 to 6 are likely the
result of a variable number of background processes occurring con-
currently with the training of the models. This variation may have
occurred due to a separation of the computations into batches, exe-
cuted at different times. The models were trained sequentially with
the same data sets in an alternating fashion, explaining why the drop
is in the same location both in the LR and in the LDA case.

Figures 1 and 2 show that training an LR model takes longer than
training an LDA model for all the tested parameter settings. Further-
more, the linear regression lines in Figures 3 to 6 show that training an
LR model is likely to remain slower when the parameters grow. When
growing the number of predictor variables, LR is projected to be about
1.49 times slower than LDA. When growing the sample size, LR is
predicted to remain about 1.51 times slower than LDA. Due to these
results being approximately equal, we can say with some certainty that
a speed difference of 50% is to be expected across the board. That be-
ing said, if we assume that the quadratic regression curve in Figure 5
is more representative than the linear fit, the training time of LR is
expected to become shorter than that of LDA for all p≥ 587.

Limitations Unfortunately, whether the quadratic fit or the linear
fit best describes the observations in Figure 5 cannot be extracted from
this work. Due to the large number of experiments that were carried
out, we have not been able to capture the behaviour of the LDA model
training time at numbers of predictor variables large enough to draw
any strong conclusions in this regard. Nonetheless, we can conclude
that LDA training is likely to be faster than LR training for use cases
with numbers of predictor variables below 587, which is substantial.

A great limitation of this work is the large number of fixed param-
eter settings, i.e., assumptions, that were made for the models. For
the LDA model, 7 parameters were fixed across the experiments. For
the LR model, this number was 14. Although these values were cho-
sen either to be optimized for large data sets or to represent most use
cases, they may be completely inapplicable in certain scenarios. Fur-
thermore, fixing the number of outcome variables at 2 allowed us to
enrich the results of the reference papers [11, 15, 12], but this too is
inapplicable in many use cases.

Finally, while the use of synthetic data sets allowed for great compa-
rability of the results, it remains uncertain whether these results would
be representative when a real data set is used.

6 CONCLUSION

With this work, we made an attempt to provide guidelines indicating
whether to use LDA or LR given varying use case characteristics, with
regard to the training time of each of these methods. In this section,
we present these guidelines, based on the combined findings of this
work and [11, 12, 15].

The choice between LDA and LR depends on various factors. Fol-
lowing the three papers of Lei and Koehly [11], Liong and Foo [12],
and Pohar, Blas, and Turk [15], no clear conclusion on the importance
of following the normality assumption can be reached. However, since
LDA has been specifically created with this assumption in mind, it may
still be advisable to follow it.

In general, LDA performs better than LR when the sample size is
small, so in this case the use of LDA is advised. When the goal is
to decrease the classification error for large groups, the recommended
methods are LR or LDA with extreme priors and a cut-off score of 0.5.
When the goal is to decrease the classification error for small groups,
the recommended method is LDA with equal priors and a cut score
of 0.1. When the goal is to decrease the overall classification error,
LR or LDA with proportional prior probabilities and a cut-off score
of 0.5 is recommended. It is good to keep in mind that using LDA

with proportional prior probabilities only makes sense if the sample
is large enough and therefore representative of the population. In the
cases where the performance of LDA and LR does not differ much, the
use of an LDA model is advisable, due to the projected 33% saving in
computation time.

7 FUTURE WORK

Throughout the writing of this work, several points have emerged that
call for a deeper dive into the matter. Most notably:

• investigating whether the results hold up in more specific use
cases, i.e., with different parameter settings of the models;

• investigating whether LDA training times follow a linear or a
quadratic curve for an increasing number of predictor variables;

• expanding the research to data sets and models with more output
variables;

• investigating whether the results with simulated data hold up
when real data sets are used;

• comparing the effectiveness of LDA and LR in broader use cases,
for example, as part of a neural network;

• assessing the false positive rate and the true positive rate of LDA
and LR with varying biases by inspecting their receiver operating
characteristics (ROC) curves.
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Opportunities and Challenges in the Adoption of
Function-as-a-Service Serverless Computing

Bjorn Pijnacker Jesper van der Zwaag

Abstract— Function-as-a-Service computing is a paradigm in the recent serverless computing architecture that allows a developer
to deploy functions without needing to be concerned with underlying deployment specifics. Being quite a recent paradigm, many
challenges and opportunities have been discussed in research and industry, and many advancements have been made. In our paper,
we give an overview of the change in the state of the art since 2017. To achieve this, we performed a literature search based on
two influential papers in Function-as-a-Service research. Literature is investigated for the challenges and opportunities they expose.
We outline our results in chronological order, as to analyze how the challenges and opportunities have changed in recent years. Our
results indicate that many of the challenges that were present in the beginning of Function-as-a-Service still exist.; however, there is
a clear progression in the field to mitigate the issues. As the Function-as-a-Service paradigm has matured, more developers have
gotten involved and new difficulties emerged. We conclude that the Function-as-a-Service ecosystem has matured over the years,
and a lot of effort has been put into solving some of its problems, but a considerable number of issues still remain.

Index Terms—Function-as-a-Service, serverless computing, FaaS, cloud, edge computing.

1 INTRODUCTION

In the age of as-a-Service, much of the burden of managing application
and their environments has been lifted from developers, with services
instead being managed by the cloud provider. Serverless computing
is a newer paradigm that aims to shift this load away from devel-
opers completely, instead offering Backend-as-a-Service (BaaS) and
Function-as-a-Service (Faas) [1]. FaaS has had a lot of attention in
recent years, and there has seen a steady rise in use since the first large
cloud vendor, Amazon Web Services, launched a FaaS offering in late
2014 [2]. Since then, FaaS has had its victories and challenges in use
and implementation. Previous work explains issues and common pit-
falls [3], or investigates the current use-cases of FaaS [4], [5].

In our paper we will give an overview of the current state of the
art of Function-as-a-Service, combining the issues named in research
with the shown-successful use cases that are demonstrated. Serverless
Computing and FaaS are quite recent innovations, and some earlier
papers may name problems that have already been solved, or on which
the perspective in literature has changed. Using the analysis of these
papers we construct an overview of how the story has changed over
the years. Concluding, we will give a glimpse into a possible future
of Functions-as-a-Service. Has the field progressed enough in the past
years to be promising, or is much work required for FaaS to succeed
as a paradigm?

In order to perform a comparison between the older state of the
art and newer papers we must decide how to construct the older state
of the art. For this goal we consider two quite influential papers:
“A mixed-method empirical study of Function-as-a-Service software
development in industrial practice” [4] and “Serverless Applications:
Why, When, and How?” [5]. These papers were among the first to
map the entire state-of-the-art for serverless computing and FaaS, both
in industry and academia, using a mixed-method approach and by re-
viewing existing serverless software products. As such, we will be
using them to map our 2017 state of the art.

We will answer the following concrete question in this research:

What challenges and opportunities in Function-as-a-
Service computing have been identified, and how have
these changed since 2017?

• Bjorn Pijnacker and Jesper van der Zwaag are with the University of
Groningen.

• Email: { b.pijnacker.1, j.r.van.der.zwaag }@student.rug.nl.

We expect many older problems of FaaS to have been solved in the
past years, and the ecosystem regarding it has—at least somewhat—
matured. We also expect new problems to have emerged as FaaS has
gained more widespread usage, and we expect the set of use-cases in
which FaaS excels to have become more clear over the past years.

The rest of this paper is structured as follows. In Section 2 we pro-
vide a little more background on serverless computing and function-
as-a-service. In Section 3 we outline the methods that we will use to
do our research, whose results we show in Section 4. Consequently,
we discuss our results in Section 5. In Section 6 we review any threats
to validity, after which we conclude our research in Section 7. We
finally reflect on possible future work in Section 8.

2 BACKGROUND INFORMATION

Offerings in the serverless computing architecture typically fall into
either of two groups: Backend-as-a-Service (BaaS) and Function-as-
a-Service (FaaS) [1]. BaaS allows developers to outsource their entire
backend to a service. This service then takes care of activities such as
database management, cloud storage, user authentication, push notifi-
cations [6].

Function-as-a-Service (FaaS), on the other hand, is a cloud com-
puting service that allows the user to run a function without manually
managing computational resources. It has some great selling points:
First, it works on-demand, i.e. code is automatically executed when
it is triggered by an external (often HTTP) event. Secondly, as the
user does not manage any resources, it can scale automatically based
on demand. This makes it very suitable for bursty and irregular work-
loads. The cost also scales automatically, as it uses the pay-as-you-go
model, which costs are only incurred for the computing power and
time used, and not for some compute node that may not have been
used, as may be the case with Kubernetes- or Platform-as-a-Service
(KaaS/PaaS), Infrastructure-as-a-Service (IaaS) and other such more
traditional paradigms [7].

FaaS and BaaS are instances of “serverless computing”, which
means that the cloud provider manages and allocates computational
resources for its customers. It does not mean that no servers are used,
as they are still needed to execute the code; instead, it means that the
customer is not responsible for or concerned with servers and their
management. FaaS is one of the most common serverless computing
offerings, with its alternative (BaaS) being used by 12% of serverless
applications in a recent survey of serverless applications [5].
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3 METHODS

To answer our research question as set out in the introduction, we will
be performing a short literature review. To find a set of papers to re-
view, we use a forward snowballing approach based on a seed-set of
papers. This seed-set consists of two papers: “Serverless Applications:
Why, When, and How?” [5] and “A mixed-method empirical study
of Function-as-a-Service software development in industrial practice”
[4]. The importance of these papers was discussed in the introduction.

Snowballing and filtering consist of multiple steps. After perform-
ing the snowballing, we filter based on title and abstract to remove
papers that are not relevant. Afterward, we read each remaining paper
and remove papers that do not bring a clear challenge or opportunity
to light. In our case, we find many secondary papers and relatively few
primary ones.

From there we will start by giving an overview of the state of the
art according to our seed papers ([4], [5]). This aims to identify a
base set of challenges and opportunities. We then continue by viewing
newer papers to investigate which problems have been solved, which
new problems have emerged, and what—in general—changed. We
will extract identified challenges and advantages in each paper, and
order these by date. Using this set of challenges and advantages, we
analyze whether there is a trend that emerges, whether new issues are
introduced and whether issues may disappear from the discussion.

4 RESULTS

In this section, we outline the results found by investigating the se-
lected papers. In Section 4.1 we outline the challenges and advantages
in our two seed papers to construct a 2017 state of the art. Proceeding,
we look (chronologically) at the papers selected by snowballing, and
outline the challenges and advantages that each paper discusses.

4.1 2017 State of the Art
Our first paper in consideration has done a mixed-method empirical
study of FaaS software development in industry practice [4]. Of par-
ticular interest to us is their third research question: “What are the
major advantages and challenges of using serverless and FaaS in prac-
tice?”

Leitner et al. [4] state that there are three main classes of ad-
vantages: business/cost-, technical-, and security-related advantages.
In the business/cost class, a couple of key advantages are identified:
(1) the pay-as-you-go pricing model guarantees costs correspond to
usage; (2) FaaS liberates developers from managing servers, meaning
they can spend more time on business features; (3) per-request billing
enables simple cost optimization: faster execution corresponds exactly
to costs saved. Some technical- and security-related advantages are
also identified: (1) elastic scalability of functions; (2) failover capa-
bilities; (3) increased security, as server management responsibility
is shifted to the cloud provider; (4) DDoS is now a billing rather than
an availability issue.

Some key challenges are also identified. Leitner et al. [4] name that
these might be attested either to the relative immaturity of FaaS while
others may be the result of concepts and practices underlying FaaS.
The main identified challenges are: (1) lack of tooling (e.g. testing,
deployment); (2) difficulty in integration testing; (3) vendor lock-in;
(4) container start-up latency; (5) managing function state and tail
latency. Note that these are named in decreasing order of frequency of
identification by their interviewees.

Eismann et al. [5] investigate why, when, and how to use FaaS by
investigating 89 descriptions of existing cases. They report that the
most common reasons to implement FaaS are to save costs for irregu-
lar workloads and to avoid operational concerns, something which [4]
also identified.

No key advantages or challenges are distinctly identified, although
Eismann et al. do name that serverless applications are most often
used for short-running tasks with low data volume and bursty behav-
ior; however, it is shown that examples of the use of serverless com-
puting exist across all types of applications, such as latency-critical
workloads or high-volume core functionality.

4.2 Post-2017

Using forward snowballing we have identified papers that have been
used for our analysis. We now proceed paper-by-paper, old to new,
and summarize key challenges, opportunities, or other information for
each paper.

In [8], authors aim to answer the research question “What are
the challenges and drivers motivating researchers to engineer new
or extend existing FaaS platforms and platform-specific tools?” In
their work, they look at many research papers and analyze which
challenges are targeted by these papers. They find the main chal-
lenges which lead current research to be (1) function execution per-
formance; (2) function execution security; (3) development envi-
ronment support; (4) testing and observability; (5) benchmarking;
(6) cost optimization; (7) programming models.

The authors of [9] have explored the (technical) factors that influ-
ence the decision of using FaaS or not, based on previous work and
their own experience. The main takeaways are that a function itself
should be stateless, as there is no control over where it’s executed.
It should also be idempotent: in case of an error, a function is re-
executed, and that should not lead to unexpected behavior. The ar-
chitecture should be event-driven, as that is where the FaaS paradigm
is best suited for. Other architectures are likely to not work. Func-
tions need a limited execution time as well as memory consumption
and artifact size, the size of the deployed function. Although many
environments and languages are supported, FaaS does not support all
execution environments natively. As a function needs a brief but no-
ticeable moment to start, called a cold start, low latency cannot be
guaranteed. Updating a function is quite trivial, as all maintenance
and orchestration are externalized. Different vendors have different
ways of interfacing with and deploying a function, sometimes paired
with additional platform-specific services. Transferring from one to
another vendor might therefore not be effortless. Lastly, FaaS is not
best for every workload. Due to FaaS’ theoretical unlimited scala-
bility, it is very well suited for unpredictable and bursty workloads.
With deploying VMs, one would quickly run into under- or overpro-
visioning. With regular workloads, FaaS could be used but provides
no advantage over conventional deployment models; due to FaaS’ cost
model, in those cases, FaaS may not be the most cost-effective.

In [10], best/bad practices, and open issues with FaaS are dis-
cussed. Asynchronous calls to and between functions can increase
the complexity of the system, as do functions calling other functions
as well. Avoiding asynchronous calls and reducing functions calling
functions, e.g. by merging functions when possible, can reduce com-
plexity. Shared code as well as the usage of too many libraries, can
incur problems with the image size as well as long start times. Writing
independent, decoupled functions with only needed libraries can solve
this. Too many technologies and functions can also increase complex-
ity and maintenance difficulty. Reusing what exists can help with that.
Some of the open issues are that developers need to understand the
event-driver paradigm that is best suited for FaaS. Tools to develop
and deploy functions easily are also not matured yet. Testing is also a
problem. Unit testing a function itself is easily done, but testing how
the function would behave in the complete system, is more difficult.

In [11], Prechtl, Lichtenthäler, and Wirtz investigate the security of
different installable FaaS platforms1. The security of these cloud in-
stallations is investigated by examining the security features that these
platforms provide. This examination is based on a threat model and
trust assumptions made in their paper. The platforms that are inves-
tigated are Kubeless 1.0.5, OpenFaaS 0.18.2, Fission 1.7.1, Knative
0.12.1, and OpenWhisk 0.9.0. They find the main challenges are that
there has been little research into security for FaaS, that many cloud
systems are not very mature with regards to security, and that many
advanced security features are often not present in the discussed in-
stallable cloud platforms.

The paper in [12] concerns itself with patterns for Function-as-a-

1An installable cloud platform is one that can be hosted on private infras-
tructure. This is in contrast to hosted cloud platforms, where the user is not
concerned with hosting the actual cloud software [11].
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Service computing. The paper gives a summary of programming pat-
terns and when to use them based on a multivocal literature review.
They find 32 patterns that fit into five categories: orchestration and
aggregation, event management, availability, communication, and au-
thorization. We can conclude some general challenges noted in their
work: there is a lack of patterns in general, and patterns are not always
very clear; different patterns are required per vendor. For example,
AWS Lambda provides a queuing service (SQS) that allows for using
FIFO messaging, while in Azure, FIFO messages are something the
developer must manage themselves. We find also that some patterns
exist in order to manage other issues. As an example: the function
warmer pattern aims to “solve” cold start delay, by ensuring the func-
tion never goes cold in the first place. This, of course, conflicts with
some of the advantages, such as paying only for runtime, as the func-
tion warmer pattern invokes the function more than necessary.

In [13], the authors summarize recent advancements in the miti-
gation of cold start delay for serverless computing. While no specific
challenges or advantages can be concluded from their work, their sum-
mary of recent advancements does provide good insight. We can see
that much research into cold start has been performed and that there
has likely been much evolution related to cold start mitigation.

In [14], the opportunities and challenges of serverless edge com-
puting are discussed. The pay-per-use model is excellent for any non-
regular workload. With this model, servers do not need to be on all
the time which can save energy consumption. It works great for event-
driver applications, as FaaS is well suited for that paradigm without
introducing much complexity. Due to its statelessness, it is also very
portable and can be executed theoretically anywhere with supported
hardware. This separation of state and computation also allows for ex-
cellent separation of concern and individual scalability. FaaS is also
very easily parallelizable, as it can be called many times ad-hoc, with-
out the concern of orchestration and managing servers. One of the
most common issues is the cold starts. Although, some promising so-
lutions are proposed to at least reduce the problem. It also is not well
suited for continuous workloads compared to more conventional de-
ployment models, especially concerning price and statelessness. FaaS
is also fitted for short and CPU-bound workloads, so longer and IO-
bound workloads, e.g. edge AI, may not be cost-efficient with FaaS.
Also, not knowing exactly where which function will be executed, can
make resource optimization more complex and increase unnecessary
network communication. Security is also not fully in the hand of the
developer, as the VMs and servers are not in their control. Addition-
ally, most serverless offerings do not support specialized hardware,
i.e. GPUs and FPGAs. IoT’s most common communication pattern,
MQTT, cannot trigger functions, which use standard HTTP triggers.
Simulating how functions would behave in the production environ-
ment is also very difficult, which can hinder debugging and testing.
Lastly, differences between vendors’ use of FaaS can also make it
complicated to switch between vendors.

The survey conducted in [15] has examined 275 papers. They found
that there is significant growth in serverless computing as a research
topic, but there are both benefits and drawbacks. The most common
benefits include the cost model (pay-per-use), autoscaling, no server-
side management, easy deployment, and potential latency decrease, as
functions can be executed on a server near where it is requested. The
latency can also be an issue, due to cold starts. The cost model can
also be a drawback for IO-bound functions. Functions that require
specialized hardware, lots of computational power, or a long running
time, are also not likely to work on FaaS platforms. Debugging and
testing are also more difficult, as well as switching between vendors.
Migrating from legacy systems to serverless can also be difficult as not
much research has gone into this. Functions are also not predictable in
startup time or performance. Due to its statelessness, it is also hard to
track interaction between all serverless components. Heterogeneous
hardware, e.g. GPUs, is also barely supported. Future research can
be done in the cold starts, as that is a problem for many users. Also,
the QoS, pricing models, and migration from legacy systems are not
researched enough yet. Lastly, developers need better debugging, test-
ing, and benchmarking tools.

In [16], several pros and cons are discussed. One of the pros in
NoOps, no operations. There is just code that is deployed, without
server management or orchestration. This also allows for fast and in-
dependent deployment, also because functions are deployed indepen-
dently. The pay-per-use model can also be a pro, as costs for run-
ning the function are equal to the time and resources used, without
any infrastructural costs. Moreso, there are no resources in use when
a function is not running, meaning costs are 1:1 with function run-
time. Functions also scale automatically. One of the main cons is
testing and debugging. This is harder and more complex compared to
legacy systems. Long-running processes are also not supported. Per-
formance is unpredictable and there can be a startup latency, known as
the cold start. Switching between vendors can also be difficult. And
FaaS is tailored toward the event-driven paradigm, which may be new
and complex to developers. Due to its short life, not many ideal or
optimal architectural patterns have been established.

Targeting industry more than academia, [17] looks at common top-
ics in StackOverflow questions in serverless computing. According to
the authors, “[StackOverflow] is a popular Q&A forum for developers
to seek advice from peers when they have programming issues.” They
find many topics on which questions are asked, though the main ones
are package integration, function invocation, performance, conceptual
difficulty, version compatibility, and configuration.

In [18], Wen et al. compare four commonly used FaaS offerings in
terms of startup latency, performance, and concurrency performance.
While the exact results of their comparison is not of great importance
to our research question, we can conclude some global challenges
from their paper. For instance, they find that programming languages
are limitedly supported, that the programming language choice can
have wildly different cold start times and that package size limits are
also in place. Other challenges they name are that each platform has
different limitations on compute and memory limitations and that there
is no support for GPU-based libraries.

The paper in [19] investigates the effect of different deployment
strategies for reducing the cold start delay of AWS Lambda. The
main challenge we can conclude from this paper comes from the many
choices for language runtime, memory configuration, and deployment
type. The combination of these has an effect on the cold start de-
lay, which may not always be clear to the developer of the software.
Moreso, since there is active research into reducing cold start delay,
we can conclude this to be an active issue in 2022. In their paper, they
give a few recommendations to developers for reducing the cold start
delay.

In [20], FaaS is explored in the open-source community. Despite the
growing popularity, not many mature projects use the model, mostly
due to difficult migration. The independents of functions, which
should allow for flexible software development, is not used much in
practice. The use cases for FaaS are very limited due to (a combination
of) the limitations concerning the package size, amount of computa-
tion power and memory, and its short-lived lifespan. Often external
resources and plugins are used. FaaS has received a lot of attention
through the years, but it is still struggling with a number of issues.

5 DISCUSSION

In Section 4.2 we see many challenges come to light over the years.
While we see some challenges pop up here and there, it is very evi-
dent that most of the research concerns cold start delay, and mitigation
strategies for it, with nine out of thirteen papers concerning themselves
with it. This is one of FaaS’ major issues, but fortunately, there are mit-
igation strategies and researchers are also working on the subject [13],
[19]. AWS Lambda, the most used FaaS offering, also has some miti-
gation strategies, e.g. Lambda SnapStart [21] to improve Java startup
time by up to 10x, and reusing executing environments to improve
performance, or the ability to keep connections alive [22]. A related
challenge is package or artifact size. Three of the four papers men-
tioning the limited size find this to be a factor in cold start delay, with
a larger package size influencing the latency for containers to start.
Moreso, some cloud providers have limitations on the size of an ar-
tifact. If the artifact is too big, the provider will refuse to accept it.
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Fig. 1. Identified challenges in Section 4.2 against the publishing date of the paper(s) the challenge appears in

However, there are some solutions and workarounds to this problem,
e.g. storing needed data/files externally and reducing the package size
to only necessities [22], [23].

In addition, execution time is also a limitation for users, it is men-
tioned 5 times. The execution time limit used to be 5 minutes for AWS,
but it has been increased to 15 minutes since October 10th 2018 [24].
For Azure, this depends on the user’s plan: this can range from 10
minutes to unlimited runtime. However, if the function is triggered
using the HTTP trigger, it must respond within 230 seconds [25].

Being mentioned four times in our set of papers is vendor lock-
in. This is mentioned sometimes specifically as an issue, though other
times in the context of a solution or another piece of literature. For
example, some patterns are required specifically for tools belonging
to a single vendor [12]. Interesting to note is that there are already
companies working on tooling that can run serverless code on multiple
cloud platforms without needing to change the code [26].

Another challenge we see multiple times concerns the security of
FaaS, with three out of thirteen papers naming it. The last challenge
that is named multiple times is that of (irregular) function perfor-
mance. Other identified issues include difficulty in tooling and test-
ing and several configuration challenges, though these were less often
discussed that previously mentioned challenges.

One of the main advantages of FaaS mentioned in the papers is the
cost model: a users only pays for what is used. This works great in
combination with one of FaaS’ main features: automatic scaling. It
works great for any non-regular workload without worrying about un-
der or over-provisioning VMs. It takes away any server-side manage-
ment and orchestration, which allows for easy, NoOps, deployment.
Lastly, it could potentially reduce latency by automatically running
the function as close to a user as possible, since large cloud providers
may have servers distributed all over the world. In our opinion, a very
interesting result is that the advantages discussed in the papers have
not changed. The papers concern themselves mainly with targeting

issues that make serverless computing more difficult to adopt, while
advantages have remained static over time.

In Figure 1 we show all identified challenges against the papers’
publishing dates. This shows us that many of the challenges are dis-
cussed quite regularly in literature, with only some having a signifi-
cantly different time span. For example, challenges regarding migra-
tion and configuration are discussed only in newer literature. This can
likely be explained due to the recent growth in FaaS. As more inex-
perienced developers start experimenting with it and integrating it into
projects, more questions regarding migrating old projects or the con-
figuration of FaaS environments will crop up.

6 THREATS TO VALIDITY

The mean threat to the validity of our study concerns the sample size
and the acquisition method of the papers in our literature study. In our
results we see many issues crop up which are named only once or a
handful of times. A larger set of papers would produce more accurate
results. Moreso, our papers were acquired by snowballing from two
seed papers. Due to this, follow-up research that cites these papers
may be skewed toward the subjects in the seed papers. By doing a
more widespread query search, results would be more representative
of the complete serverless and FaaS ecosystem.

7 CONCLUSION

In our paper, we investigated how the challenges and opportunities
in the Function-as-a-Service paradigm have changed in the past few
years. For this purpose, we performed snowballing on two influential
papers and investigated challenges and opportunities named in each
collected paper.

To reiterate, our research question states: “What challenges in
Function-as-a-Service computing have been identified, and how has
this changed since 2017?”.
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We found that there were no notable changes in opportunities or
advantages in FaaS over the last few years. FaaS has some intrin-
sic advantages that were identified from its start, and no fundamen-
tal changes have been made to the FaaS paradigm itself since then.
The only change we see are improvements in mitigating the issues and
problems surrounding its adoption.

We found the main challenges to be with the cold start latency of
functions and with the execution time of functions. Other noteworthy
issues are testing support, FaaS security, artifact size, and vendor lock-
in.

In our introduction we stated the following hypothesis:

“We expect many older problems of FaaS to have been
solved in the past years, and the ecosystem regarding it
has—at least somewhat—matured. We also expect new
problems to have emerged as FaaS has gained more
widespread usage, and we expect the set of use-cases in
which FaaS excels to have become more clear over the past
years”

We see that this is–for the most part—true. From our results and dis-
cussion, we can conclude that the focus has not changed much in the
past few years. We see that the main issues cropping up in our analysis
of the 2017 state of the art are also discussed in later papers. However,
we do see a clear progression in the field. Many of the challenges
named are also noted by cloud providers in the industry. For exam-
ple, AWS has made an effort of mitigating many of the current issues.
While no issues have necessarily been solved, we do see some newer
issues crop up in recent years that are indicative of inexperienced de-
velopers joining the FaaS ecosystem; namely questions regarding the
migration of non-FaaS code and configuration of FaaS systems.

8 FUTURE WORK

While the main issues noted concern cold start latency and function
execution time, these are already being targeted by academic research
and by industry cloud providers. One aspect that we think can use
more work is the tooling that is provided for FaaS, both in develop-
ment, testing, and debugging. Another area where future work can
be completed is that of security. Security is currently unclear and not
always well-implemented. Both in FaaS offerings and in installable
cloud platforms this could definitely be improved.
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Foveated image and video quality metrics:
A survey

Sven Veenhuijsen, Sjoerd Hilhorst

Abstract— Foveated rendering is a method to reduce computational cost by rendering pixels more densely in the central (foveal)
region of vision and more sparsely in the peripheral region. Image and video quality metrics provide standardized quantitative
descriptions of degradation and offer an alternative to costly user studies. Most image quality metrics do not consider the difference
in perceived quality between the foveal region and the peripheral region. Foveated image and video quality metrics incorporate this
characteristic and are therefore a useful tool in quantifying quality loss in foveated images and videos. This paper reviews the state
of the art in foveated image and video quality metrics and provides a guideline for professionals in choosing the most suitable metric
for assessing image or video degradation by foveated rendering on a case-by-case basis. Subsequently, a comparison between the
methods is made, focusing on their computational efficiency, features and applicability.

Index Terms—image/video quality, foveated rendering, perceptual metric

1 INTRODUCTION

With the increasing popularity of virtual reality (VR) and augmented
reality (AR), demand for real-time high-quality image rendering in-
creases as well. Since the visual quality of these images is essential,
they must adhere to a certain standard. Furthermore, the displays re-
quire a high spatial and temporal resolution. This is poses a problem,
since hardware gets pushed towards maximum utilization, with render-
ing times getting increasingly shorter (90 Hz and higher for VR). Sig-
nificant improvements have been made in display devices, rendering
software, and hardware, but computational efficiency and bandwidth
are often still significant factors in limiting visual quality. A solution to
reduce the computational costs of rendering, while minimizing image
quality loss, is called foveated rendering.

Foveated rendering is based on the notion that the human visual sys-
tem (HVS) is non-uniform. Particularly, in the foveal region, the HVS
has high spatial acuity, while in the peripheral region, acuity decreases
dramatically. Foveated rendering methods make use of these proper-
ties, by degrading images in the peripheral region, to reduce compu-
tational costs with no or minimal perceivable loss in image quality by
users.

Image and video quality metrics aim to provide a standardized way
to quantitatively describe image degradation. These metrics offer an
alternative to costly user studies, and could prove useful in the de-
velopment of cost functions as well, which are essential in machine
learning. Unfortunately, most image quality metrics do not consider
the difference in perceived quality between the foveal region and the
peripheral region. As such, these methods are not suitable for assess-
ment of the quality of foveated rendering methods. However, a small
subset of image and video quality metrics acknowledges and incorpo-
rates this characteristic. These methods are called foveated image and
video quality metrics.They take into consideration the loss of visual
acuity due to increased eccentricity, and are therefore a useful tool in
quantifying quality loss in foveated images and videos.

The aim of this paper is to review the state of the art in foveated
image and video quality metrics. This paper provides a guideline to
professionals in the field of foveated rendering, for choosing the most
suitable metric for assessing image or video degradation by foveated
rendering, on a case-by-case basis.

This paper is structured as follows: Section 2 addresses key com-
ponents of the human visual system, important for understanding
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foveated rendering, and gives a summary of non-foveated image and
video quality metrics. Section 3 provides an overview of the state-of-
the-art foveated image and video quality metrics. Section 4 presents a
comparison of the metrics, which highlights their strengths and weak-
nesses. Finally, Section 5 offers the conclusions of our research, and
Section 6 suggests possible extensions of the research conducted in
this paper.

2 BACKGROUND

To gain an in-depth understanding of foveated image and video quality
metrics, we first present a summary of non-foveated image and video
quality metrics and address the issues in using non-foveated image and
video quality metrics for foveated content. Secondly, we present key
components of the human visual system important for understanding
foveated rendering.

2.1 Image and video quality metrics
Automated image and video quality assessment have been thoroughly
researched. Image and video quality metrics allow quantification of
image degradation without the need for user studies. In most cases, a
good quality metric has to correlate well with the perception of quality
by a human observer. For example, denoising methods find a compro-
mise between noise and blur. Here, an image quality metric should
indicate such a compromise that is consistent with human judgment
[8].

Simple quality metrics such as Mean Square Error (MSE) or Peak
Signal-To-Noise Ratio (pSNR) often fail in this aspect, since these
metrics do not correspond well with perceived degradation, making
them an inaccurate predictor for perceived quality loss [4]. Struc-
tural Similarity Index (SSIM) takes another approach, and is based
on the perceived change in structural information, rather than absolute
errors, and corresponds much better with human perception [20]. An-
other approach correlating well with human perception is proposed by
Soundararajan et al. [15], which is based on entropic differences in the
spatial and temporal domains. Machine learning has also been used
for generating quality metrics. Zhang et al. [21] proposes a machine
learning-based perceptual quality metric which proves to be remark-
ably robust. A bottom-up approach taken in many metrics involves
modeling the HVS based on psychophysical models. Central in these
metrics is often the contrast sensitivity function (CSF). Another ad-
vantage of such metrics is that these can be physically calibrated, ac-
counting for physical properties of the display, such as brightness, size,
viewing distance, and viewing angle. Since foveation-based render-
ing methods depend on degradation with respect to viewing angle as
their main characteristic, all foveated image and video quality metrics
incorporate a psychophysical approach. The metrics discussed previ-
ously pertain to full-reference quality metrics. These metrics compare
a test image with a non-degraded reference image. Another class of
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quality metrics, no-reference quality metrics, evaluates the quality of
an image without a reference image. Notable no-reference metrics are
BRISQUE [9] and NIQE [10]. these metrics primarily make use of
measurable deviations from statistical regularities observed in natural
images [6].

2.1.1 Differences between image and video quality metrics
In principle, image quality metrics can be applied to videos by for
example taking the average of applying the metric over each frame.
However, lack of interframe information in the calculation of the met-
ric makes them not appropriate for identifying temporal visual artifacts
[8]. Video quality analysis requires a different approach from static
images, due to the interaction of spatial and temporal vision. For ex-
ample, a high-frequency noise could be well visible in a single frame
but can disappear in high frame rate video. Therefore, video metrics
often model both temporal and spatial aspects of human vision to ob-
tain a more accurate quality metric.

Fig. 1. The magnitude of cortical magnification according to several
models [Dougherty et al. [1]; Horton [5]; Rovamo and Virsu [12].
Rovamo et al. model provides different estimates for each part of the
visual field [8].

2.2 Human visual system (HVS)
Cortical Magnification
The sensitivity of our vision changes outside the central, foveal region
of the visual field, which can be explained by the concept of cortical
magnification. This refers to the fact that different portions of the
visual field are processed by different numbers of neurons in the visual
cortex. The central region is processed by many more neurons per
steradian of visual field than the surrounding regions [5]. The cortical
magnification factor expresses this relationship in terms of millimeters
of cortical surface per degree of visual angle. Several models of
cortical magnification proposed in the literature are plotted in Figure 1.

Contrast Perception
Frequently, image and video quality metrics which are based on
human perception of visual degradation make use of a contrast
sensitivity function (CSF). The CSF is a psychophysical model that
describes the sensitivity of the human visual system to different
spatial frequencies at a range of luminance contrasts (see Figure 2). It
is an important tool used in image and video quality metrics because it
helps to quantify the visual quality of images and videos by evaluating
the degree to which their contrast and spatial frequency content is
perceived by human viewers. By calculating the CSF of an image or
video, it is possible to estimate the degree to which the image or video
will be perceived by human viewers, and to identify potential issues
that may affect the visual quality of the content.

Foveated quality metrics often incorporate the cortical magnifi-
cation factor in the CSF to mimic the human visual system’s natural
sensitivity to details in the foveal region. By applying the cortical
magnification factor to the CSF, the metric considers the loss of
fidelity in peripheral vision. There are numerous CSF models
available, the CSF suitable for a particular quality metric depends
on the details of the metric. For instance, the metric proposed in
[8] is based on peripheral, temporal aspects of human perception,

and consequently utilizes a model that incorporates these aspects. A
frequently used CSF dependent on spatial frequency and eccentricity
is given in [3]

CT ( f ,e) =CT0 exp(α f
e+ e2

e2
) (1)

where f is the spatial frequency (cycles/degree), e is the retinal ec-
centricity in degrees, CT0 is a constant minimal contrast threshold, α
is the spatial frequency decay constant, e2 is the half-resolution eccen-
tricity.

Fig. 2. A typical contrast sensitivity function (red line) as a function of
contrast and spatial frequency

Contrast masking
Contrast masking is a phenomenon where the perception of a visual
stimulus is affected by nearby visual stimuli [2]. This effect reduces
perceived contrast due to the nearby visual stimuli having a similar
spatial frequency. An illustration of the effect can be seen in Figure 3,
where a Gabor patch is placed on top of a sine grating of similar spa-
tial frequency. Contrast masking is frequently used in quality metrics,
as metrics obtain perceived differences between test and reference im-
ages using a contrast masking model, as is done in [8]. To account
for foveated rendering, metrics can operate on contrasts that are nor-
malized by a detection threshold given by the cortical magnification
factor.

3 STATE OF THE ART

Now that we have established sufficient background knowledge re-
garding image and video quality metrics and the human visual system,
we will discuss different foveated image and video quality metrics.

3.1 Foveated Wavelet Image Quality Index

One of the first foveated quality metrics is FWQI, proposed by Wang
et al. [19], operating solely on images. While contrast sensitivity as a
function of retinal eccentricity has been used in video/image compres-
sion, it is the first method to incorporate it into a quality metric [3].
The method works by defining a function S(v, f ,x) depending on the
viewing distance, frequency, location, and the cutoff frequency based
on Equation 1. This metric is obtained by decomposing the original
and test image with the discrete wavelet transform DWT. The function
is then multiplied by the difference between the wavelet coefficients
for the original and test image. This is done for all wavelet coeffi-
cients and then averaged, obtaining FWQI, an index between 0 and
1. The metric is used to develop and optimize EFIC [18], a foveated
wavelet image encoding algorithm. The paper presents some images
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Fig. 3. Illustration of the contrast masking effect. The contrast of a
masker (sine grating) is increasing from left to right, making the test
contrast (Gabor) more difficult to detect. [8]

obtained using EFIC, and SPHIFT, an ordinary wavelet image encod-
ing algorithm, but no comparison of FWQI to other metrics or user
perception has been performed.

3.2 Foveated mean squared error
An improvement on ordinary MSE is proposed by Rimac et al. [11]
which takes into account two aspects of the HVS. First is a decrease in
contrast sensitivity as a function of retinal eccentricity, this is achieved
similarly to FWQI [19]. The second and novel characteristic proposed
in the paper is based on spatial acuity dependence on the velocity of
an image traveling across the retina.

As mentioned in Section 2, contrast sensitivity is a function of reti-
nal eccentricity. To take into account a reduction in contrast sensitivity
away from the fixation point, FMSE introduces a foveation term which
is multiplied by the CSF, for a given frequency and eccentricity. This
foveation sensitivity function ranges from 0 to 1, where 1 is achieved
at eccentricity 0, i.e. at the foveal region. 0 occurs when the given
frequency exceeds the maximum highest visible frequency fmax, i.e.
when the contrast cannot be noticed anymore.

Secondly, the method addresses the influence of movement in
foveation-based contrast sensitivity. Concretely, spatial acuity of the
visual system depends partly on retinal image velocity v⃗r, expressed
as follows:

v⃗r = v⃗i− v⃗t (2)

where v⃗i is the object velocity and v⃗e is the eye velocity. Spatial
acuity depends on the retinal image velocity. When retinal velocity
increases, the highest visible spatial frequency decreases. FMSE in-
troduces a maximum frequency component f ∗max:

f ∗max(vr) = fmax ·
vc

vr + vc
(3)

Where f ∗max is the reduced spatial frequency limit, fmax is the
highest visible spatial frequency for vr = 0, and vc is the so-called
corner velocity, a constant whose value is chosen to fit experimental
data. If vr is above the corner velocity vc, temporal frequency causes
a reduction of spatial resolution.

The foveation-based quality metric FMSE is then obtained by sev-
eral steps. First, the difference between the reference and test image
is taken. Then the difference image is filtered for K frequencies, by

convoluting the image by filters obtained by the sensitivity function,
for a given frequency fK .

Video quality metric accuracy was evaluated by correlating the
FMSE scores with quality grades given by human viewers, and com-
paring them with ordinary metrics such as MSE and PSNR. A high
correlation was found between FMSE and the subjective grades for
various videos, and the metric always scored better than the standard
MSE and PSNR metrics.

3.3 Foveal signal-to-noise ratio
Lee et al. [14] convert a video presentation from Cartesian coordinates
to a curvilinear coordinate system by a foveation filtering operation
and then define and apply a foveated signal-to-noise-ratio to assess
quality degradation. An illustration of the mapping between Cartesian
coordinates and curvilinear coordinates can be seen in Figure 4.

Let φ(x) define a mapping of cartesian coordinates x = (x1,x2) to
curvilinear coordinates φ(x) = [φ1(x1,x2),φ2(x1,x2)] and let S0 be a
region on the original image and A0 be the area of a region in curvilin-

ear coordinates. Then, A0 =
∫

S0

Jφ (x)dx where Jφ (x) is the Jacobian

of the coordinate transformation φ(x). With the Jacobian Jφ (x) we can
define the foveated signal-to-noise ratio as

FNSR = 10 log10

[
∑N

n=1 v(xn)
2 Jφ (xn)

∑N
n=1(v(xn)−g(xn))2 Jφ (xn)

]
. (4)

Where v(x) and g(x) are the foveated image and the image formed
on the human eye, respectively. The metric is evaluated against vari-
ous images with noise appearing the densest and the sparsest close to
the foveation point. FNSR can effectively measure this spatially vary-
ing additive noise while showing a clear distinction in metric scores.
When evaluated against frequency-based noise FNSR is not able to
adequately quantify the noise, however.

Fig. 4. Foveated image in Cartesian coordinates (left) and curvilinear
coordinates (right) [14]

3.4 FovVideoVDP
More recently, Mantiuk et al. proposed a foveated video quality met-
ric: FovVideoVDP [8]. The method incorporates spatial, temporal,
and peripheral aspects simultaneously. Furthermore, it is a Physi-
cally calibrated metric, meaning that the metric is display-dependent.
This is because the paper argues that, due to the diversity of displays
found in current years, display-independent is no longer sufficient.
FovVideoVDP intends to model the early stages of the HVS as simply
as possible while retaining all important aspects of low-level vision.
Because the metric is designed to be differentiable, it can also be used
as a loss function in a neural network. To obtain the metric, the algo-
rithm passes several stages:

1. The first step is to convert the original image to the display model
used in the paper, which is in terms of physical units.

2. The second step addresses the temporal characteristics of the hu-
man visual system, by splitting the video up into a sustained
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channel for encoding slow changes, and a transient channel for
encoding fast changes.

3. The videos are decomposed using a Laplacian pyramid, to mimic
the decomposition occurring in the visual cortex.

4. A CSF is applied, which predicts the sensitivity for foveal and
peripheral vision as a function of spatial frequency, temporal fre-
quency, background luminance of the display, and size.

5. Contrast masking is accounted for by normalizing the contrast
value by a detection threshold to obtain the perceived contrast.

6. Finally, the perceived difference measures are pooled across all
spatial frequency bands, temporal channels, and frames. The
pooled visual difference is then regressed to obtain a final quality
score.

The metric is evaluated extensively and achieved good performance
in general. Execution times were evaluated to be substantially shorter
than other metrics of similar complexity. FovVideoVDP and a number
of other foveated image and video metrics have been tested against 4
different datasets and compared against subjective quality scores and
FovVideoVDP performs as best overall metric.

3.5 HDR-VDP2-FOV
Mantiuk et al. [7] propose a non-foveated image and video quality
score which predicts visibility and quality. Visibility is defined as
the probability that differences between a test and reference image
are visible to an average observer. Quality is defined as the quality
degradation with respect to the reference image, expressed as a mean-
opinion-score. Similar to FovVideoVDP [8], the metric is physically
calibrated. Moreover, it takes many features of the HVS into account,
such as intra-ocular light scatter, photoreceptor spectral sensitivities,
separate rod and cone pathways, contrast sensitivity across the full
range of visible luminance, intra and inter-channel contrast masking,
and spatial integration.

In [16], Swafford et al. propose an extension, HDR-VDP2-FOV,
reducing the outcome of the CSF depending on the cortical magnifi-
cation factor, that depends on eccentricity from the fixation point. The
contrast sensitivity function for HDR-VDP2-FOV is given by

CSF(e,M) =CSF(e)−CSF(e)×
(

1− M(e)
M(0)

)1+α∗(1−S)
(5)

Where e is the eccentricity corresponding to a pixel position (x,
y), CSF(e) is the CSF at that eccentricity, M(e) is the CMF at that
position, and M(0) is the CMF at the center of vision. HDR-VDP2-
FOV uses multi-scale decomposition: S is used to increase the sen-
sitivity of contrast as the scale decreases (S being 0.5, 0.25, etc.) to
allow the model to remain sensitive to large-scale contrast changes.
Lastly, α is a tunable parameter controlling the effect of peripheral
sensitivity. HDR-VDP2-FOV has been used to assess the performance
of a foveated rendering method that is also proposed by Mantiuk et al.
[16], but no comparison with other metrics and human trials have been
performed.

3.6 Luminance-Contrast-Aware Foveated Rendering
Most foveated rendering methods use a fixed quality decay with in-
creasing eccentricities. While this can obtain good results, the de-
cay parameter often needs to be set conservatively to limit notice-
able decay in worst-case scenarios. Tursun et al. [17] propose
Luminance-Contrast-Aware foveated rendering, where the parameters
for the foveated rendering quality decay depend on a metric based on
luminance and contrast for a particular frame, rather than a fixed pa-
rameter. Particularly interesting is that the metric works on a low-
resolution version of a frame, allowing the computation of the metric
to be less expensive. Figure 5 compares standard foveation to content-
aware foveation.

Fig. 5. Ordinary foveated rendering techniques (left) using a fixed qual-
ity decay for peripheral vision. While this can be a conservative so-
lution, it does not provide a full computational benefit. [17] performs
content-adaptive foveation (right) and relaxes the quality requirements
for content for which the sensitivity of the human visual system at large
eccentricities degrades faster [17]

.

3.7 Blind Video Quality Assessment
FVQA is a no-reference video quality metric. It takes a statistical
approach, based on space-variant natural scene statistics and natural
video statistics [6]. It implements a space-variant Gaussian distribu-
tion, that depends on the gaze position. Additionally, other foveation-
specific features are implemented, but no temporal aspects are consid-
ered. FVQA is extensively evaluated with their own 2D and 3D VR
foveated video quality databases (LIVE-FBT-FCVR) and compared
it to full- and no-reference image and video metrics. FOVQA per-
forms very well, achieving a rank-order correlation of 0.938, the high-
est among the metrics.

4 COMPARISON

In the previous section we have described seven metrics for assessing
quality for foveated images and videos. We will compare the met-
rics discussed in section 3 and assess the performance based on three
aspects:

• Computational efficiency When metrics are frequently evalu-
ated, there is a need for computational efficiency. Methods that
take relatively long to compute may not be desirable as they will
adversely affect the total train time.

• Features Between the metrics there is a wide range of features of
the human visual system taken into account. Depending on the
particular use case, certain features may or may not be desirable
or applicable.

• Applicability When comparing foveated image metrics, it is im-
portant to consider their applicability to the specific use case or
application. Metrics that work well for one type of medium or
application may not be suitable for others. Thus, selecting ap-
propriate metrics based on their applicability can help ensure
that foveated image processing techniques are evaluated and op-
timized for their intended use case.

Firstly, we note some general observations about the field of
foveated quality metrics. It is not a particularly recent field study, since
the first metrics date back to 2001. However, research back then was
sparse, since applications of foveated rendering were lacking, because
VR was not a fully viable commercial product yet, and the existence
of eye-tracking tools was limited. With the recent emergence of VR
with integrated eye-tracking tools, starting around 2014, foveated ren-
dering and foveated quality metrics have become a renewed topic of
interest for research. Still, research is sparse, since for this paper we
have only identified four metrics dating after 2014.

4.1 Computational efficiency
FWQI, proposed by Wang et al. [19], does not mention computa-
tional efficiency, but due to its simplicity relative to the other met-
rics, and since it is an image-only metric, we assume computational
efficiency is relatively low. FMSE, proposed by Rimac et al. [11]
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Name Video Spatial Temporal Reference Approach Calibration dataset
FWQI [19] No Yes No full-reference Correlation None
FMSE [11] Yes Yes Yes full-reference Correlation Own
FNSR [14] Yes Yes No full-reference Correlation None
FovVideoVDP [8] Yes Yes Yes full-reference Psychopathy model Own
HDR-VDP2-FOV [16] Yes Yes Yes full-reference Psychopathy model Own
Luminance-Contrast-Aware [17] No Yes Yes full-reference Psychopathy model Own
FVQA [6] Yes Yes No no-reference Natural scene statistics Own

Table 1. A comparison of quality metrics, columns indicate the name of the metric, whether a metric is designed for video, whether it takes spatial
aspects into account, whether it takes temporal aspects into account, what kind of metric it is, the approach and the dataset the metric is calibrated
on.

is more computationally expensive due to the expensive process of
calculating an approximation of the retinal velocity between frames.
To keep computational complexity low, it utilizes Haar filters with
only two coefficients, which is a metric based on entropy. Moreover,
FMSE keeps the computational complexity artificially low, by keep-
ing the fixation point in the center, which is not representative of a
real-world application with eye tracking or object of interest detec-
tion. Finally, it concludes that is fairly computationally cheap, but
only compares their approach to computationally expensive quality
metrics based on entropy. The paper proposing FNSR [14] makes
no statements about its computational complexity. However, we can
analyze that the computational complexity is quite low since the met-
ric is exclusively based on spatial information. FovVideoVDP [8] is
one of the more computationally complex metrics due to its several
processing stages. In the paper, a comparison of execution times be-
tween different metrics is given, where FovVideoVDP is the slowest
among the competitors. However, foveated metrics are not considered
in this analysis, and the metrics that are analyzed are of significantly
lower complexity. Though, an advantage of FovVideoVDP is that it
can be implemented to run on a GPU. The computational complexity
of HDR-VDP2, the non-foveated quality metric, is linear in the num-
ber of image pixels [7]. Since the computational complexity of the
CMF function used for HDR-VDP2-FOV is also linear in the num-
ber of pixels, we can conclude that HDR-VDP2-FOV has linear time
complexity. For Luminance-Contrast-Aware foveated rendering [17]
keeps computational cost low by operating on downsampled inputs.
No complexity is given but it has been evaluated that it can calculate
the predictor variable by around 1ms for a 1

4 x downsampled 4k image
frame. Finally FVQA [6], provides the amount of consumed time for
the extraction of spatial, temporal, and quality fall-off features, which
take about 2 seconds on average. This time consumption makes the
metric unsuitable for real-time foveated VR video quality assessment.

4.2 Features

Table 1. presents a comparison of different features of the quality met-
rics. FWQI [19] and FNSR [14] are relatively simple metrics, only
taking into account cortical magnification. FMSE [11] also considers
spatial aspects of human vision by incorporating a reduction in con-
trast sensitivity, due to motion between video frames. FovVideoVDP
[8] is quite extensive, modeling spatial and temporal contrast sensitiv-
ity, cortical magnification, and contrast masking, attempting to closely
mimic the human visual system. HDR-VDP2-FOV [16], draws from
all features incorporated in HDR-VDP2 [11], which accounts for the
intra-ocular light scatter, photoreceptor spectral sensitivities, separate
rod and cone pathways, contrast sensitivity across the full range of
visible luminance, intra- and inter-channel contrast masking, and spa-
tial integration, and adds the CMF to account for foveated vision.
Luminance-Contrast-Aware foveated rendering [17] is also based on
a psychopathy model which accounts for spatial contrast sensitivity,
cortical magnification, and contrast masking to obtain the predictor.
Finally, FVQA [6], takes a different approach, being based on natural
scene statistics, and implements a CMF on top of that.

4.3 Applicability

For both FWQI [19] and FNSR [14], applicability is limited as tem-
poral aspects are not considered. Therefore for analyzing foveated
videos, other metrics incorporating temporal vision are definitely bet-
ter suitable. Metrics operating exclusively on images also have fewer
use cases while real-world applications of foveated images are signif-
icantly less compared to foveated videos. FMSE [11] is notably more
applicable while it accounts for reduced contrast sensitivity due to mo-
tion in a video sequence. FovVideoVDP [8], HDR-VDP2-FOV [16]
and Luminance-Contrast-Aware foveated rendering [17] appear to be
suitable choices for a wide range of applications in foveated videos,
due to many features incorporated in these metrics, as discussed in
the previous section. Moreover, due to FovVideoVDP being differen-
tiable, it is possible to use it as a loss function in machine learning
models. FVQA [6], is particularly useful when no reference image is
available, but its applicability in real-time video quality assessment is
limited due to the high computational complexity.

5 CONCLUSION

The goal of this paper was to contribute to the current state-of-the-
art in foveated rendering methods by offering a broad comparison be-
tween the currently available foveated image and video quality met-
rics, and to further determine the metric that is most applicable under
different circumstances. Thus, we compared seven image and video
quality metrics. We tried to provide a subjective quality assessment
based on computational complexity, metric features, and applicability.
This comparison was difficult to perform since the metrics were tested
on different datasets and hardware. Conducting our own experiments
was not possible, since the source code of the metrics was often not
publicly available. All in all, we provided an overview of the different
metrics and have shown the advantages and disadvantages of each of
them.

6 FUTURE WORK

Although the aim of this paper was to provide a complete overview of
the current image and video quality metrics, there is room for improve-
ment. Firstly, we compared the quality metrics on objective and sub-
jective categories, but the metrics we used were only tested on different
data sets or were not tested at all. Therefore, comparison of the metrics
was often not straightforward. An obvious improvement would be to
perform an in-depth comparison of the metrics on the same data sets
and compare them with scores given by human test subjects as well.
This direct comparison would yield a clearer perspective on the ben-
efits and drawbacks of each approach, and an objective score on the
quality of each metric.

Moreover, while research in this area is still scarce, we have tried
to give a full overview of all currently available foveated metrics. Of
course, it is possible that still some (novel) metrics have been over-
looked. A potential improvement of this paper is further analysis of
other methods.
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A Survey of Time Step Selection Methods for Scientific
Visualization

Martijn Westra, Giouri Kilinkaridis

Abstract— This survey reviews the different approaches used to select the key time steps in spatio-temporal data, exploring their
advantages and disadvantages. We also note that use cases like video analysis, environmental monitoring, chemical reactions and
even medical and financial data observation vary to the degree that shifts the relevance of the advantages and disadvantages. We
provide a quick overview of four proposed methods that we choose to investigate, where we outline the strategy used. These methods
are Dynamic Time Warping (DTW), Flow-based selection, Information-Theoretic storyboard and Deep Learning-based selection. We
find that the DTW approach is generic in the sense that it leaves responsibility with the user for quantifying the change between
time steps. The Flow-based and Information-Theoretic approach are each geared towards a specific visualization goal, those being
composite rendering and storyboard view respectively, with a specially fitting and intuitive method of quantifying dissimilarity. The deep
learning approach is more of a black box type solution that lets a neural network decide how to quantify dissimilarity, via dimensionality
reduction, which in itself spawns another method of visualization via further reduction to 2D. In general we conclude that the nature
and characteristics of the data and the research goals intended for the data are to be considered when choosing a method.

Index Terms—Time step selection, spatio-temporal fields.

1 INTRODUCTION

Time step selection is becoming increasingly more relevant as spatio-
temporal fields studied in the field of scientific visualization are getting
larger. Advances in computational capabilities of modern computers
enable the use of higher resolutions in both the spatial and temporal di-
mensions when capturing or simulating time-dependent spatial scenar-
ios. This creates a significantly challenging problem for the scientist
to tackle when trying to analyze such large data. The full set of data
may be well over the available in-house memory of the hardware that
is used, or even the disk space may be short for storing all the data. In
order to work with this data efficiently, a subset of the time steps has to
be selected. A representative subset is needed in order to gain the most
insight into the temporal progression within the volumetric state. This
raises the question of which time steps are the most representative, or
“salient”.

Regular selection is often unsatisfactory due to varying speed and
significance of events within the simulation. Important events could
be entirely missed out upon while empty, duplicate, or otherwise non-
interesting states are included in the selection. Manual inspection of
all time steps depends on loading and rendering large amounts of data
for visual inspection, taking valuable time away from the scientist to
perform a mundane task. An automated solution is needed and several
have been proposed that are more convoluted. It is unclear at first sight
what is the benefit of one solution over another and what are they key
aspects that motivate the choice for a particular method.

In this survey we concern ourselves with investigating and review-
ing different approaches that have been proposed. In section 2 we
elaborate on the background of spatio-temporal field analysis and time
step selection. In section 3 the authors use the overall minimum dis-
similarity cost between the original sequence and a subset to determine
the best subset that will hold the key time steps. In section 4 we sum-
marize the Flow-Based approach, the authors utilize the flow topology
of the dataset to identify important time steps, in section 5 a storyboard
is used to represent the selected time steps by calculating the Informa-
tion Difference between the range of time steps. In section 6 a deep
learning approach is proposed using a neural network autoencoder to
process the data and generate the key time steps. In section 7 we sum-
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marize and review the proposed solutions. Lastly in section 9 we state
our general conclusions.

2 BACKGROUND

Spatio-temporal field data is often obtained via spatial simulations or
measurements. Elements in the time series often consist of 3D arrays
of scalar values. Sometimes they can be multivariate in the sense that a
single position in time and space maps to an array or a matrix (tensor)
of values. Deciding on the best way to render the volume at a single
time step is already a challenge of its own. Evidently, rendering a 3D
block of opaque voxels is unlikely to be the best option. More often we
see techniques based on raycasting and mapping data points to color
and opacity to get the most information out of the rendering.

A selection of salient time steps can assist in deciding on an ef-
fective method to render single time steps. The change in the state
between the selected time steps should then be easily visible and in-
terpretable from the chosen method of visualization. A selection of
time steps and the renderings thereof can act as a summary of the sim-
ulation which is then easily conveyed through a static medium such
as a research paper. In the case of ensemble data containing several
time series as a result of parameter variations, time step selection can
be used for each of the resulting time series, upon which interesting
patterns can quickly be spotted and investigated.

3 DYNAMIC TIME WARPING APPROACH

Dynamic Time Warping (DTW) is a process of optimally lining up two
time series. It measures the ”cost” of this alignment and it requires a
distance metric to compare the state between two time steps. Tong et
al. base their proposed technique on DTW, mapping the time series
onto a subset of itself. An illustration of this is shown in Figure 1.

Considering two time sequences T and R, if we would like to align
them and create a mapping, problems in terms of efficiency appear.
The key aspect is to use a dissimilarity function between two data
points ti and ri, where D(ti,ri) is defined to measure the difference
between the two elements with the overall minimum Dynamic Time
Warping cost being the sum of all the costs for every pair D(ti,ri).

The mapping between the elements of T and R is bi-directional as
can be seen in Figure 1. Some elements from both sets can be mapped
to multiple elements of the other set. This is because of the non-linear
nature of the time sequences. To achieve appropriate time step selec-
tion from a time sequence T , we need to select the best set of k time
steps from T and generate the subset R that is the most similar to T
and can be aligned with the sequence T .
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Fig. 1. Illustration of dynamic time warping to a subset of the time steps.
Image taken from [4].

As mentioned earlier, efficiency is an issue that can be solved by
introducing three constraints to the method.

• The first constraint is to map each time step in the original time
sequence T to one and only one key time step in the set R.

• The second constraint states that it makes no sense for a time
step not to be representable of itself, that is why any key time
step ri in the selected sequence should be mapped to itself in the
original time sequence.

• The last constraint states that the last time step in the original
time sequence is always used as a key time step, but this could
be a non desired behaviour depending on the data or the purpose
of the analysis, that is why it is also possible to introduce one
artificial time step as the last one in the original sequence that
is completely different from the rest. In the end it is possible to
select one more key time step from the total number of n+1 time
steps, and discard this artificial step after the set R is generated.

Since the problem of obtaining the k key time steps requires mul-
tiple computations of the same problem by calculating the minimum
dissimilarity cost between two steps, dynamic programming is used
allowing to divide the problem into sub-problems, and solve each of
the sub-problems in the same way as the original problem until a ter-
mination condition is reached. They show that given an optimal selec-
tion of time steps, subsets are also optimal, which enables segmented
mapping with dynamic programming. They also use this in their visu-
alization app to let the user request more time steps when a particular
region catches their interest.

To make it easier for the user to explore the results of the analysis
of time-varying data sets, a data browser was designed Figure 2. In the
data browser the user can see the selected key time steps and the map-
ping that was performed between the original and generated sequence.
It is possible to navigate time-varying data at different levels of tem-
poral detail. Another feature is that the browser displays information
related to the nature of the time-varying data, like the dissimilarity
matrix, the key time steps, the jump time steps, and the warping path
between the full sequence and the key sequence. The user can inter-
actively choose across the whole sequence the desired number of key
time steps or even within a smaller time segment.

Fig. 2. Time-varying data browser for 7 key time steps. Image taken
from [4].

As an advantage they mention that their method does not depend on

any particular method of measuring dissimilarity between time steps.
The user can decide on which method to plug in.

What they already mention as a limitation is that the method re-
quires computing a dissimilarity matrix and this takes a lot of time
using the EMD metric. We have seen methods that try to cut down on
this sort of costly computations via probability or sampling methods
[1] or other optimization and approximation [6].

They show two applications of their method. One is with a weather
phenomenon, Madden-Julian Oscillation. They extract a ”Hovmoller
diagram” from data where the X axis represents longitude and the Y
axis represents time. Then they use the Earth Mover’s Distance (EMD)
metric with this to compute dissimilarity. In the second example they
use isosurfaces for an astrophysics turbulence data set with an isosur-
face dissimilarity metric. In both cases it appears that the metric used
is quite specific to the use case with the data.

4 FLOW-BASED APPROACH

Frey and Ertl propose a flow-based solution aimed to quantify distance
in the state of the volume from one time step to another [1]. Here, flow
is understood to be the movement of material from one state to another.
We illustrate this in a simple 2D scenario in Figure 3.

Frey and Ertl base their method on the Earth Mover’s Distance
(EMD). Otherwise known as the Wasserstein metric, this method com-
putes the minimum cost of transforming one distribution of mass into
the other, factoring in distance moved for each unit of mass. This
means it will compute the minimum cost of the flow in the state be-
tween time steps and hence it is a measure of distance in the state at
two given time steps.

The EMD suffers from a high computational complexity as a result
of using a flow graph connecting every point in the source distribution
to every point in the target distribution. To cut down on the number
edges in the graph, they propose to use Delaunay triangulation. This
is a technique that disallows edges whose circumference would encap-
sulate another node.

They provide a time step selection algorithm capable of working
with progressively loaded data or even streaming data potentially from
a simulation that is running concurrently. In the context of the large
data that we have in mind, this is a particularly important feature. The
selection procedure aims to minimize the distance from the selected
time steps to the surrounding time steps from the full set in order to
have the most representative time steps.

The underlying assumption behind the flow-based approach seems
to be that the subjected data can be modelled meaningfully via such
a flow representation. That is, the individual units of material have
a start point in time step t and an end point in time step t + i, for
all possible t, i, and the distance travelled carries meaning that scales,
i.e. n times the distance travelled is n times as meaningful. While

Fig. 3. Illustration showing flow of material in the state of a simple 2D
scenario between time steps t1 and t2
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demonstrably excellent when this intuition holds, we raise concerns
when using flow-based methods when the intuition does not or only
partially holds. Consider an example in the extreme case where ob-
jects are formed in-place (without movement) into an empty scene.
A distance-based method may have trouble capturing this better than
alternative methods.

In their results, they show combined renderings of composited time
steps for several data sets and they show that this works best with the
flow-based method (as opposed to element-based). This makes sense
because when the material does not move significantly, then such a
composite rendering will have too much overlap between time steps. It
shows that the chosen method is fitted well to the use case. In Figure 4
an example is shown of such a combined rendering, comparing results
for flow-based and element-based distances. This visualization shows
the expansion of the ”hull” of a supernova.

Fig. 4. Composite renderings using flow-based distance (left) and
element-based distance (right) of four time steps for the ’hull’ of a su-
pernova dataset. Image taken from [1].

5 INFORMATION-THEORETIC STORYBOARD APPROACH

A storyboard in the context of scientific visualization is a time series of
images or renderings presented in sequence in a story-telling manner
similar to a comic book. Used with a selection of key frames, this can
provide an informative overview of the progression within a spatio-
temporal field. Intuitively the state between one such time step and
the next should be interpretable from the given selection. Zhou et al.
propose a selection method basing fitness on similarity in intermediate
states compared to interpolations of the nearest selected time steps [6].
An example of a storyboard view is shown in Figure 5.

Fig. 5. Storyboard view summarizing temperature in a volumetric distri-
bution. Further details not given. Image taken from [6].

To select representative time steps the authors propose that if for
two selected time steps i and j, the skipped time steps in the range
(i, j) can be reconstructed from i and j using linear interpolation with
a small percentage of missing information compared to the original
data, the selected i,j are representative time steps. To achieve this se-
lection a fully automatic dynamic programming algorithm was con-
structed. The metric that is used to determine if the time steps (i, j)
are representative is Information Difference (InfoD) defined as c(i, j),
c(i, j) represents the sum of all VI (variation information) of all recon-
structed skipped time steps with the original between i and j.

Fig. 6. Illustration showing a distance approximation using in-between
known distances

The complexity of computing the table containing all the c(i, j) is
O(T 3N) but also the minimum InfoD for every pair must be computed.
Since computing the InfoD for every pair is a recurrence dynamic pro-
gramming can be used to memorizing all the valid tuples as states in a
table offering a O(T 3) time complexity, making the over all combined
complexity O(T 3N+T 3), where N is the amount of data per time step
and T the total number of time steps.

Another concern is the size of the data. If the data can not fit the
disk, the I/O operations complexity is O(T 3(N/B)) where B is the
number of items fitting in one disk block. To solve the running time
complexity bottleneck and the high cost of I/O operations the authors
created an approximation technique.

Approximation The intuition is that instead of computing for very
far apart tuples of i and j the information difference, the c(i, j) value
can be estimated from the already computed ones. This is illustrated
in Figure 6.

The idea is to use a multi-pass sliding window technique over the
set S containing all of the time steps to make it fit in-core |S|< t where
t is the number of time steps to fit in-core. On every pass the value
of S is halved forming a geometric series and in each pass only the
best k (minimum number of time steps) representatives selected using
DP and |S|/2 are put in S for the next pass, reducing the overall time
complexity to O(t2T N +T 3) and for the I/O to O(T (N/B)).

6 DEEP LEARNING APPROACH

An autoencoder is a neural network that learns to encode data to a
smaller latent representation and then decode to reconstruct the origi-
nal. Related work has been done in [2] where the authors proposed a
method sampling small patches from (Computational Fluid Dynamics)
CFD data, training a Siamese deep neural network which has similar
structure with two Convolutional Neural Networks (CNN) that selects
the key time steps according to the similarities between consecutive
time steps which are assessed by the networks.

The authors of [3] propose training an autoencoder-based deep
learning pipeline for dimensionality reduction and then proceeding
with time step selection in the reduced space. The deep learning
approach as described offers the advantage of handling time-varying
multivariate data sets simply by changing the number of channels in
the autoencoder. This is in contrast to running the complete proce-
dure once for each dimension and then figuring out a suitable way to
combine the results. A schematic of the pipeline is shown in Figure 7.

The technique involves two phases: a) feature learning and b) time
step selection.

Feature learning To learn the features from the dataset the net-
work has an encoder and a decoder. First the encoder was designed to
accept volumes of data in the form C×L×W ×H. Here, C refers to
the number of channels of the volume, where C = 1 is for univariate
data and C ≥ 2 for multivariate data. L represents the number of time
steps, W the number of time steps considered at once for selecting rep-
resentative time steps and H represents the number of variables in the
data.
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Fig. 7. Schematic of the autoencoder-based time step selection. Image
taken from [3].

The encoder generates a feature descriptor for each time step, each
feature descriptor has 1024-dimensions. The purpose of the decoder
is to reconstruct the original data from the feature descriptors. Then
they use the mean square error (MSE) to calculate the loss between
the ground-truth and reconstructed volumes. To select the represen-
tative time steps, the authors project the feature descriptors in a 2D
space via t-SNE [5]. The argument for using t-SNE is that it preserves
neighborhoods. They further argue that reducing to 2D makes the vi-
sualization match up with the selection and reduces the complexity of
distance computation, as opposed to selecting in higher dimensional
feature space.

An example of how they display the temporal development of a
simulation using t-SNE projections is shown in Figure 8.

Fig. 8. t-SNE projection showing temporal progression of a vortex data
set. Image taken from [3].

Time step selection When all the feature descriptors are gener-
ated and reduced to 2 dimensions and projected on a 2D space, where
each point represents a time step, the neighboring time steps are con-
nected to form a path. To select the representative time steps from that
path 3 methods can be used arclength-based selection where the Eu-
clidean distance is computed between the neighboring points, Angle-

based selection where angle formed among consecutive neighboring
points is computed based on a angle threshold θ and Mixed selec-
tion where the two previous methods are combined where a threshold
α ∈[0,1] is used to manipulate the importance between arclength and
angle.

7 DISCUSSION

Tasked with reviewing the different approaches to weight advantages
and disadvantages, we find that there is plenty to talk about but we also
find that use cases and data vary to the degree that shifts the relevance
of these (dis)advantages. We cannot speak for the user and what they
want in their specific scenario so we give a broader outline on the key
aspects to review when choosing a method.

7.1 Dynamic Time Warping
For the Dynamic Time Warping approach [4] the advantages are that
the generated subset containing the key steps is selected using the
globally optimal minimum dissimilarity cost. The technique over all
is not bound to the use of one specific dissimilarity metric, based on
the needs of the user EMD or K-L divergence can also be used. On
the other hand as the authors state they need to use the entire sequence
to compute the dissimilarity matrix, which is time consuming. Also if
the user doesn’t need the last time step as a key step he has to prepos-
sess the data and create manually an artificial time step and add it to
the end of the sequence.

The user is responsible to figure out what dissimilarity measure he
needs to obtain the key time steps depending on his data. The method
as-is works with precomputing a dissimilarity map which looks like
it could benefit from some sort of caching solution to save on this
computation in cases of expensive dissimilarity metrics.

If the user already has decided on the dissimilarity metric with
which to quantify the change between time steps, and the precomputa-
tion of the dissimilarity map does not cause any problems when used
with the data they have in mind, then the DTW solution is an excellent
choice.

7.2 Flow-based
The Flow-based approach [1] is built around the EMD metric, based
on quantifying movement of material, offers faster computation and
high accuracy. This works very well with the composite rendering of
multiple time steps in a single visualization because time steps will be
selected when the material has moved a significant amount, which will
make it so that the volume renderings do not occlude each other too
much.

However, it may not necessarily always be the best way to quantify
dissimilarity by using the movement of the material. In some cases the
importance of an event may not be scaling with the moved distance.
Further, there may be additional material introduced into the scene
across time steps that did not originate from somewhere in the scene,
such that the EMD cannot quantify this change. The assumption is
that between time steps all units of material have a start and end point,
which is not necessarily always true.

The method excels in cases where movement of material is to be
quantified and the relation to time is to be shown in the selection of
the time steps, or the amount of time that has passed. The provided
scheme yielding multiple selections of an increasing amount of time
steps, combined with the visualization, allows the user to see the pro-
gression and opt for a selection that catches their interest.

7.3 Information-Theoretic
The information-theoretic storyboard method [6] is specifically geared
towards the storyboard visualization, basing their method on the in-
tuition that the state in between selected time steps should resemble
interpolations of the selected time steps. This makes it so that the user
knows what to expect from the visualization. We raise concerns for
the cases where this intuition does not work well, such as highly non-
linear events in the simulation.

The paper introducing this method is rather short. It does not high-
light the advantages and usages to the same degree as some of the other
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papers we looked into. The dynamic programming solution should be
able to offer the same benefits for interactive visualization as the DTW
solution did.

7.4 Deep learning
The deep learning approach [3] offers a widely applicable solution.
We praise its wide and general applicability but we also raise concerns
at the black box nature and lack of intuitive underlying principles guid-
ing the selection that would yield predictable results. Rather, this sort
of approach seems to let a neural network decide what constitutes a
significant change in the state by forcing it to reduce in dimensional-
ity.

The results are good but perhaps not necessarily fit for a other vi-
sualization goals. The t-SNE projections given are adequate visualiza-
tions in themselves for displaying the temporal behaviour. However,
we are unconvinced that the proposed solution transfers well to other
use cases that we have seen. The deep learning approach has to be
trained and is specific to the data. We are unsure about the option to
compare results across data sets for that reason.

The method is advertised with the advantage of supporting multi-
variate data simply by adding more channels to the autoencoder. We
are unsure how this relates to the other metrics that are applied directly
to the data, in which case the output could be use in a vector sum or
magnitude to augment support for multivariate data.

For those individuals with little to no information on the general
temporal behaviour of the data set that they are interested in, those in-
dividuals looking to do exploratory analysis, or those who may have
multivariate volumes, we recommend this technique. The authors
themselves do not appear to state much in regards to limitations and
future work. They only say that options exist in the direction of rein-
forcement learning. This appears to be one of the newer works. We
would be interested to see the direct comparison to flow-based selec-
tion in the context of composite rendering as well as the comparison to
the information theoretic approach in a side-by-side storyboard view.

8 LIMITATIONS AND FUTURE WORK

In our survey we mainly focus on the intuition and the theoretical as-
pect of the chosen methods for quantifying dissimilarity between time
steps because these metrics tends to be the main focus in the works we
investigated. The respective procedures for selecting time steps and
visualizing the selection often depend (to some degree) on the cho-
sen metric, so they are more difficult to compare directly. It would
be interesting to see experimental results showing to what extend we
get different results when using different metrics under the same key
frame selector. Further, we would like to know how do the results
vary across different datasets. This would give us more insight in the
significance of the choice between the metrics and it would extend the
theoretical basis we already have for guiding this choice. Additionally,
it may be of interest to see the effect of different key frame selectors,
as well as the result of different methods of visualization in these dif-
ferent experimental settings.

9 CONCLUSION

We cannot say that one method is strictly better than the other. We
point the scientist looking for a suitable time step selection method
to be conscious of the kind of data they have and the research and
visualization goals they have, so that they can verify that the chosen
method aligns with these.

A common problem that all methods face is the time complexity and
computational efficiency, especially with larger data. To get represen-
tation of a high-dimensional simulation, selecting salient time steps is
a must. If the amount of selected key time steps is too large, there
could be redundant information or even noise in the data. Making it
quite hard to identify patterns or trends that lead to meaningful con-
clusions. Selecting too few steps and important information is being
overlooked and lost. Since the real world phenomena and simulations
produce large amounts of data, analyzing them is a computationally
intensive task. Partitioning data and processing it in parallel is not an
easy task. The authors of the proposed techniques mention that they

need many hours and decent hardware equipment to generate results.
In most occasions the authors had to find a balance between accuracy
and efficiency.

The complexity of the proposed methods and the amount of re-
search required to decide on the most suitable method for one’s own
scenario can seem daunting. We hope that our discussion can help shed
some light on the general strategy, the key aspects, and the advantages
and disadvantages of the different solutions that are proposed, so that
the interested scientist working with spatio-temporal fields can have a
quick start and focus on the important characteristics of their specific
dataset.
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Fairness in Software Teams: Challenges and Solutions

Tom Eijkelenkamp

Abstract—We give an overview of some of the studies describing fairness in software engineering. Diversity of a team can improve
fairness and bias is seen as unfair. We show data on diversity in teams on a global scale as well as how it evolves over time. We
show data on performance between women and men. In addition to this, bias that shows up in terms of gender and geolocation and
provide data of studies with possible solutions to bias.

Index Terms—fairness, diversity, bias, gender, geolocation.

1 INTRODUCTION

There are studies [11] that show that variety is important for a team
to improve productivity and also gender diversity will make an envi-
ronment that is more fair [10]. But then this diversity is not seen in
many places in the world. Women make up less than 10 percent of
core contributors [1]. One study suggests that there is a high increase
in new jobs in the software engineering sector, because of the revolu-
tion in electronics, this job demand could be solved by encouraging
women to enter the software industry [9]. The European Commission
estimated that if more women would join the job sector of the digital
world, it could create an annual EUR 16 billion GDP boost for the
European economy [2]. Numbers show an increase in the fraction of
developers that are women, but this is not much and could be much
more.

2 STUDY

First we will show some data on the current state of diversity in the
world and what elements are of influence for developers to work and
continue working on a project. Then we show some data that cast
doubt on a hypnosis that minorities might perform less than the aver-
age developer. In addition to this we show that there are influences
of bias regarding minorities and evaluate possible solutions to these
unfair behavior.

2.1 Diversity around the world

The paper [6] goes deeper into all the numbers of this diversity across
the world. They use data from GitHub open source software projects
to get an overview in the participation and look into if there is a sub-
stantial difference between regions. When we see some countries do
better than others, we could look into why this is the case and learn
how we can improve the diversity in other countries. Although the
data from the study does not show a statistical difference in diversity
among all the regions in the world, the overall participation of women
is very low. Still we could say that the highest diversity exists in Asia
and the Americas. This was not significant, but the increase over time
is. They show how this maps out over the world, shown in fig. 1 and
fig. 2.

• Tom Eijkelenkamp is a student at the University of Groningen, E-mail:
t.eijkelenkamp@student.rug.nl.

Fig. 1. Gender diversity in 2014 of open source projects on GitHub in
according to [6]. Darker regions show higher diversity.

Fig. 2. Gender diversity in 2023 of open source projects on GitHub in
according to [6].

To improve the whole situation of diversity the study [6] goes on
in asking developers what they find important for participating on a
project. When asked these questions, the researchers find that the most
important aspects in starting or continuing on a project is that people
would regard goal alignment as most important, as well as a welcom-
ing community. Continuation of existing tasks and low stress levels
will make developers stay on the project. The developers responded
very low towards promotion on social media, and fairly low on friends
or colleges that happen to be on the same project.

The reasons for leaving a project are diverse. The developers re-
sponded with answers as lack of time or money, there are better op-
portunities elsewhere, the project is inactive so there is no reason to
participate, the engineering environment is poor in terms of a com-
plex installation process or architectural structure, there is no proper
roadmap or clear README, also other reasons for people to no con-
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tinue a project is that the community is toxic or discriminating.

So that sketches an idea overall of what people find important for
working in an open source software environment. What is specific
for women is that they regard working on a team with same gender
colleges as important as opposed to men who don’t see it as important
to work along with other men. Also for women it’s more important
to work with friends or colleagues, and getting paid for the job they
do. For the developers worldwide to contribute to projects that consist
of team members speaking a different language, the women find it
a bit more helpful than men to have good translation tools. When
the developers were asked what could increase the number of women
in the field, they responded that making the people aware that there
are other women working there would increase the likelihood of more
women wanting to participate. In addition to this they would want
to see women in higher positions, as role models in the field. The
study goes on where they believe that creating an automated system
for assigning exciting/challenging tasks among developers to motivate
continued participation of underrepresented communities.

The motivation for staying on a project differs from region, for ex-
ample in Afrika it’s much more important to get paid, relative to Eu-
rope, Asia or America. Exciting tasks are wanted more in Asia and
Africa, although they are wanted everywhere. Connection to people
worldwide is not so much a factor for people from Europe or America.

2.2 Code written by women is more often accepted

Another study [10] shows that women outperform men when we com-
pare their contributions to open source software in terms of the ratio
of contributions getting accepted. This is study again is performed on
the data of Github, the open source in specific. The projects of github
can work in two ways, one way is that developers can contribute to
projects directly, commit changes to branches to add features to the
product. Another way is to create merge-requests, here a contributor
requests a review for a feature that he or she wants to add. The project
owners evaluate the new code and either accept it or reject the merge.

When looking at the data of all the merge-requests done in GitHub
(specifically filtered to obtain the relevant merge-requests), it shows
that the contributions of women are accepted more often than men.
Code provided by women is accepted 78.1% of the time, while for
men this is 74.1%, exact numbers shown in Fig. 3.

Fig. 3. Ratio accepted contributions per gender of open source projects
on GitHub in according to [10].

This might suggest that women write better quality code and they
are more wanted in the field of software development. A paper [4]
suggests that developers are wanting to help women gain a position in
the field.

The research [10] goes on why the code is accepted more often,
looking at the statistics of the contributions done. They find that
women do not use simpler code languages, the overall diversity of
used languages is similar to men. The statistics on this are shown in
Fig. 4.

Fig. 4. Ratio accepted merge-request per language, women versus men
[10].

As found in another study [3], the number of code lines changed
negatively influences the change of a contribution to get accepted, but
the data shows that women on average change more lines of code. So
it’s not the case that updates made by women are smaller, so accepted
more often, actually the opposite is true. Another statistic they look
at is the number of projects that are contributed to, but again this is
not providing any insight into why merge-requests are accepted more
often for women.

An explanation could be that the acceptance rate of women starts
lower and increases over time, due to the survivorship bias [8]. The
women who remain in the field of software development will be
equipped to defend their contributions, but at the start be more likely
to be judged by gender bias and be less likely to get accepted. Al-
though the data does not show this, comparing the ratio of accepted
contributions over time from 1 to 64 contributions, the code provided
by women is accepted more often. This casts doubt on the hypothesis
that women have to use an aggressive argument style to justify one’s
own contributions. Fig. 5 shows the ratio of contributions that get
accepted starting at someones first contribution to every succeeding.
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Fig. 5. Ratio accepted merge-request over time [10].

2.3 Bias in OSS
Although we see the contributions of women accepted more often, this
ratio goes down when the contributions are from women that are out-
siders to the project and the gender is shown or can be guessed by look-
ing at the profile information. When it can be guessed what the gender
of an outside contributor is, the ratio of accepted merge-requests is
lower compared to men. The ratio for outside female contributions
drops from 70% when gender is not visible to 58% when gender type
is visible. Also for men there is a drop from 65% to 61%, from gender-
neutral profiles to gendered, but this drop is smaller. Fig. 6 shows this
in a figure.

Fig. 6. Ratio accepted merge-request, gender is known versus gender
is not known. [10].

The authors [10] of the paper find similar results when controlling
the data for covariates. As shown in the previous section women tend
to contribute larger code changes than men. A bigger commit will
decrease the likelihood of it getting accepted. By controlling the data
for this imbalance, a similar drop in acceptance ratio is found due to
gender bias.

This bias is only shown in contributions from outsiders and this
study involves open source software and not proprietary software.
When contributions are from insiders or proprietary software the de-
velopers are probably well known in the community, so the gender as
well. This makes the comparison for gender-neutral versus gendered
not easily possible, making it hard to tell if this bias exists in other
sectors.

For developers to start working on a project or continue to be invest-
ing it is important to have a welcoming community. Also discrimina-
tion and toxic environments are reasons for developers to stop working
on a project. This gender bias does not seem to be supportive of the
gender diversity of projects.

Another study [7] looks at the bias from the point of view of geolo-
cation. They perform the study on open source software in GitHub as
well, where they compare the ratio of contributions that get accepted
between countries. Developers can contribute to projects all over the
world. A developer from one country can work on a project in an-
other country. This study shows that the ratio of accepted contributions
correlates significantly with the geolocation of the contributor. They
found that the most accepted countries are Zwitserland, The Nether-
lands and Japan. Countries such as China, Italy, Brazil and Germany
have the lowest acceptance rate. Fig 7 shows the correlation between
country and acceptance of a pull request.

Fig. 7. Logistic regression models of factors influencing pull request
acceptance [7]

When developers do a pull-request on projects that are located in
their own country the likelihood of the request to be merged is higher,
then requesting provided changes to a project located in a foreign
country. This is true for all countries except India shows a lower ac-
ceptance rate for contributions from their own countries.

The reasons for why this country bias is there is not clear and could
be researched in more depth.
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2.4 Possible solutions to bias
A solution to gender or geolocation bias might be to remove this in-
formation in the code review process. When a code reviewer would
not know the gender or geolocation of a developer, these facts will not
influence the decision process of code getting accepted or not.

A trial [5] of such a system is experimented with in Google, where
they made a code review application where personal information if
the developer is left out. The participants responded neutral or slightly
positively towards how this would improve fairness. This study is done
on proprietary software, here they find more often than not the author
and so personal information can be guessed by for example the style
of the code. The participants were mostly neutral towards whether
this would change the quality of the code. In order to communicate
in person or grant access to certain parts of the project the identity
removal of the developer made the process inconvenient to work with.

As earlier discussed to create a more welcoming community, it
would help that it’s seen by others that there is a diversity of em-
ployees. Someone can doubt that this anonymous review system does
create an open community in that sense.

A solution for the influence of a knowing that a developer is from
a certain country or what type of gender the developer has to review-
ing the quality of code might not be simple. Creating awareness for
knowing certain information about the author can change the outcome
of the reviewing process, may remind people to base there judgment
on necessary information.

3 CONCLUSION

Diversity in a team improves the productivity of a software engineer-
ing project. This diversity is low worldwide in the field of software
development, but has increased in the past years. To make people at-
tracted to projects a welcoming community is important. For women
it is important to have other same gender colleagues and role models
in higher positions to join the field. Reasons for joining a project and
continuation of contribution varies from region to region. Bias might
create barriers to the community, but solutions are not simple.

4 DISCUSSION

The studies described are mostly involving data from open source soft-
ware projects. The diversity may be different in proprietary software
as well as many other statistics. Getting paid for example may be
much more important for working for proprietary software, so attract-
ing people to work in those types of settings may need very different
approaches. Also the proportion of bias can be different for proprietary
software, maybe something as time spend on a project can influence
how much gender or nationality bias will make a difference in judge-
ment.

5 FUTURE WORK

On a future note the research could be extended towards proprietary
software. For example evaluate bias is also experienced in situations
where the developer has a longer contract and is known to the com-
munity. In addition to this we could evaluate if there is an influence of
bias for how much salary some developer receives.
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What makes a great software team?

Elnur Seyidov and Mike Lucas

Abstract—The formation of a software development team serves as a crucial driving force for significant software projects. Its
composition can vary, potentially affecting the project’s outcomes in various domains, such as development budget, quality, scope,
and timeline. Therefore, it is important to gain a more profound understanding of the factors that impact the formation of an exceptional
software development team. The primary objective of this paper is to assess the significance of a great software development team,
investigate the factors that impact its creation, and propose strategies for enhancing the team formation process.
To address the aforementioned points, a review of relevant literature was conducted. The study revealed that the development of
a highly effective software team could potentially result in a number of benefits within the team. Those benefits include enhanced
employee and team performance, and improved team and company reputation. Moreover, the study has also established that the
main factor influencing team composition is primarily the technical skills possessed by the potential team members. Lastly, the
study explored the potential of incorporating soft skills as a requirement during the team formation process to improve the team’s
effectiveness.

Index Terms—software development team, personality, soft skills, technical skills, project success.

1 INTRODUCTION

The level of success in which a project is finished is determined by a
number of factors. These often include factors such as time, cost, and
scope. This is known as the triple constraint in project management
[3]. In the case of software development, the resources working on
a project mostly consist of human individuals. Therefore these triple
constraints are influenced by the formation of a team working on a
project. Aspects such as productivity, quality, efficiency, and cost
more greatly depend on the ability of individuals to communicate and
work together. It can also affect the success of the project in aspects
such as the development budget, quality, scope, and time. Therefore,
it is critical for developing a deeper understanding of the elements
that influence the formation of a great software development team,
which will benefit project managers.

This research aims to answer what makes a great software team.
This question will be answered by combining the answers of three
sub-questions regarding the relevance of a great team, what influences
the formation, and how it can be improved. The answer to these
questions is mainly provided by summarizing 4 papers, see section on
paper selection.

The aforementioned sub-questions will constitute the research
questions that this paper attempts to answer. The research questions
are listed below.

RQ1 What is the relevance of a great software team?
RQ2 What factors influence software team formation?
RQ3 What is done to improve software team formation?
By summarizing the information present in the papers mentioned

earlier, these research questions should be answered and provide in-
sight into the bigger picture of what makes a great software team. This
information is valuable to project managers who can utilize it for bet-
ter team formation resulting in more optimized satisfaction of the triple
constraints.

1.1 Paper selection
As previously mentioned, this paper attempts to answer three research
question based on information primarily found in 4 other research pa-
pers. These papers are selected based on the topics/questions they dis-
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cuss, and its ability to potentially answer the research questions. The
papers are briefly discussed now. One mapping study discussing the
state of the art of software development team formation [8], mentions
concepts such as the algorithms used and relevant data that is used
for the process. A literature study that dives deeper into the automa-
tion process of software development team formation [20], discussing
various algorithms. A paper that considers how personality types and
combinations of them influence various aspects of completed projects
[14]. And finally, a fourth paper talks about how social ties influence
team formation, for open source projects, in particular, [11]. Why do
these papers have potential to answer the research questions? Because
the mapping study should provide an overview of research and an in-
sight into the current state of affairs regarding team formation. The
paper about automation can provide insight into how team formation
takes place and how it is improved. The papers about social ties and
personality types can give us insight into what factors influence the
team formation. The topics of these papers seem promising in their
ability to provide answers to the research questions. These 4 papers
present the main source of information, however sometimes other pa-
pers are also consulted for bits and pieces of specific information.

1.2 Paper structure

The structure of this paper will be discussed now. The following sec-
tion (2) will cover the background information needed to understand
some of the concepts discussed in this paper, regarding factors, soft
skills, and hard skills. Then in section (3) research question 1 will be
answered about what the relevance is of a great software team. Sec-
tion (4) will answer research question 2 about what factors influence
software team formation. In section (5) research question 3 will be an-
swered covering how the software team formation can be improved.
Then in section (6) a short discussion of the findings is discussed,
which can hopefully answer the bigger question of what makes a great
software team. Finally, in section (7), the paper is concluded.

2 BACKGROUND

When evaluating the process of team formation in software develop-
ment it is necessary to assess the employees based on their skills. Two
general types present in developers are soft skills and hard skills.

2.1 Soft skills

Soft skills refer to the personality traits and attitudes that drive a per-
son’s behavior. [21]
According to [1], 9 soft skills were identified in the area of software
development
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• Communication skills: The capacity to communicate informa-
tion in a way that is comprehended and accepted effectively

• Interpersonal skills: The ability to interact with individuals
through social communication and engagements, even in chal-
lenging circumstances.

• Analytical and problem-solving skills: The capacity to com-
prehend, express, and resolve intricate problems, and to make
reasonable judgments using the information at hand.

• Team player skills: An individual who is capable of collabo-
rating efficiently within a team setting and contributing to the
achievement of the intended objective.

• Organizational skills: The skill to effectively handle multiple
responsibilities and adhere to timelines while minimizing re-
source wastage.

• Fast learner: The capacity to grasp novel concepts, techniques,
and technologies within a relatively brief period.

• Ability to work independently: Able to complete the received
assignments with little to no oversight at hand.

• Innovative: The capacity to generate innovative and original so-
lutions to any given problem.

• Open and Adaptable to change: The capability to acknowl-
edge and accommodate modifications while performing a task,
without demonstrating resistance.

In addition to the listed social skills, [14] states that personality
types may also be highly regarded when forming a software team.
The aforementioned paper references Freud and Adler’s study [13],
suggesting a system for categorizing people according to their 3 psy-
chological functions, which entails determining their preferences over
others. It also completes the technique by later being referenced by
Myer-Briggs, who adds to the list a new category [6].

• (E/I): The contrast between extroversion and introversion is de-
termined by an individual’s source of energy, and this contrast is
also reflected in their distinct approaches to gathering informa-
tion.

• (N/S): The distinction between intuition and sensing is estab-
lished through the method by which an individual acquires in-
formation.

• (T/F): The manner in which an individual makes decisions is
determined by the contrast between thinking and feeling.

• (P/J): The way in which individuals make lifestyle choices is
differentiated by the dichotomy of perceiving and judging.

These categories were used in the Keirsey Temperament Sorter cat-
egorization and will be discussed in the following sections of the paper
[15].

2.2 Hard skills
The technical competencies involved in software development are
commonly known as the hard skills of a software developer. These
skills can be adapted to various development domains depending on
specific requirements.

Based on a questionnaire provided in [12], in general, 5 hard skills
were identified in the average software developer.

• Programming skills: The ability to construct complex com-
mands using programming languages at an advanced level

• Spoken and written language skills: Proficiency in several spo-
ken and written languages for effective communication and col-
laboration on international projects.

• Database skills: Competence in database management for the
purpose of designing and creating systems.

• Field-specific skills: Possessing expertise in a particular subject
matter to assess and enhance technical work, while also provid-
ing guidance and instruction to others.

• Scrum skills: Having prior familiarity with the roles, practices,
processes, procedures, and artifacts of the Scrum methodology.

3 WHAT IS THE RELEVANCE OF A GREAT SOFTWARE TEAM?
In this section, we discuss the relevance and advantages of well-
formed software development teams in companies. The answer to the
aforementioned research question will provide insight into the motiva-
tion of software team formation.
It is apparent that the adoption of a well-organized software devel-
opment team’s approach to production is more likely to lead to the
successful completion of a project. In addition to it, there are several
other factors that are benefited from such teams.

3.1 Employee performance
According to [9] software developers tend to lose their high per-
formance and motivation when their potential is not fully executed.
This is caused by the feeling of under-appreciation within the work
environment. This leads to worse efficiency in individuals. Forming
a well-structured software team ensures that all its members are
assigned to do the job according to their capabilities. This policy
not only leads to an improvement in the overall job satisfaction and
productivity of employees but also offers cost benefits by minimizing
unused resources.

In addition to the lost potential of an employee, according to [16],
the quality of software development outcomes can also be severely
compromised by poorly structured teams. Subsequently, such issues
can result in reduced maintainability of the software product, thereby
increasing the costs of the projects in the long run.

3.2 Team performance
An effectively structured software development team can boost the
knowledge and skills of its members through effective communication
among them. [2] Collaboration can help achieve this and result in the
creation of highly qualified software products. A team with such an
organized structure may greatly assist in the professional development
of each member while also improving the performance of the team as
a whole.

3.3 Team reputation
A software team that is well-organized and efficient can have multiple
positive outcomes for a company. These outcomes include the ability
to produce high-quality software products, which can ultimately
lead to a good reputation for the team within the organization [7].
In addition to providing team members with a sense of pride and
accomplishment, successful projects can also serve as motivation for
them to continue doing a good job.

3.4 Company reputation
An effectively structured software team within a company can
provide benefits beyond producing high-quality software products.
It can attract other skilled professionals with interest in such a
working environment [5].This can lead to a positive work culture and
reputation, which can entice even more qualified candidates. Overall,
more suitable employees have chances to be hired with an increase in
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the number of candidates for software jobs.

4 WHAT FACTORS INFLUENCE SOFTWARE TEAM FORMATION?
In order to facilitate the process of forming a software development
team, it is relevant to understand what factors influence the quality of
a software development team. If some of these factors are discovered
and understood, they can be used to contribute to possible solutions
for improving the formation itself. These factors are often attributes of
the components of a software team, i.e. the individuals that comprise
a team.

4.1 Attributes considered during formation
According to [8] 5 main types of attributes were always taken into
consideration while forming software development teams. These at-
tributes are the following. Technical attributes, they encompass abili-
ties an individual possesses regarding expertise in the work itself. In-
dividual costs, they account for the expenses individuals bring with
them, in order to not exceed the budget. Personality traits, they re-
gard personal characteristics of individuals. Interpersonal skills, are
about the degree individuals have skills to communicate with each
other. Social skills, they encompasses the quality of interactions an
individual has with others. As becomes apparent, technical skills are
by far the most considered attribute. Soft skills seem to get less at-
tention, so researching the effect of more socially related attributes
could be beneficial. According to [20], the following factors are to
be considered when software teams are formed. Skills (soft), are char-
acteristics belonging to individuals that encompass both technical and
non-technical skills. Personality, traits that an individual possesses
that dictate how they function. Team collaboration, is how a team in-
teracts with each other, both professionally and informally. Project
features, and constraints of a project. Other general factors encompass
many smaller factors such as job satisfaction, age.

Fig. 1. Percentage of attribute types used during the team formation
process, taken from [8]

4.2 Personality types
Personality types are part of the soft skills that are attributed to
individuals and say something about their character. These person-
ality types say something about how individuals make judgments,
process information or gain energy from interaction with the outside
world. These personality types consist of a combination of perceiv-
ing/judging (P/J), intuition/sensing (I/S), thinking/feeling (T/F), and

extroversion/introversion (E/I). If teams consisting of individuals
with varying personality types produce different results, this could
indicate that certain sets of combinations of personality types result in
more successful projects. Of course, the level of success of a project
is not set in stone. To determine the effect of certain combinations
of individuals and the effect on a project’s success, one paper [14]
made a questionnaire and interviewed both the project manager
and individuals of a project team in two different projects. The
questionnaire aims to determine the level of success of a project, how
individual participants experienced the process of the project, and the
individual personality types.

The paper did not provide the complete questionnaire, so only a
sample of questions available on the questionnaire was published.
The first section of the questionnaire contains questions meant for
the project manager. These include questions regarding the project’s:
planned and actual effort, planned and actual size, planned and actual
duration, planned and actual budget, success with respect to customer
requests, etc. The second part of the questionnaire included questions
meant for the project team and included questions regarding their role,
time spent reworking, teamwork, learning, and self-improvement.
The final part of the questionnaire determined what personality type
the individual belonged to according to the Keirsey [15] temperament
sorter. The questions in the first two parts of the questionnaire are
used for an evaluation form that determines a project successful or
unsuccessful. The evaluation form evaluates a project’s success in
terms of scope, effort, schedule, and budget. The project’s social
success and quality are also determined. Using certain criteria, all
questions from the first two parts are categorized as either successful
or unsuccessful. Using this, successful and unsuccessful projects were
selected.

Fig. 2. Percentage personality traits for successful and unsuccessful
project

The results of the percentage personality types present in both
projects can be seen in figure 2. It is noteworthy that the judgment
personality trait is dominantly present in both projects. The most ap-
parent difference between the two teams is the percentage of sensing
versus intuition. The successful project has a high percentage of sens-
ing personality traits and little intuition, which is the opposite of the
other project. These findings are not enough to draw a conclusion, but
it could indicate that the sensing personality trait can have a negative
effect on a software development team.

4.3 Social ties
The level of social connections between team members has an effect
on the formation of software development teams. The paper [11] re-
searches the effect of social ties on the formation of open-source soft-
ware development teams. The findings of this study can be of value
to research regarding the formation of software development teams in
general because open-source projects often fail due to difficulty in ac-
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quiring developers. This can be attributed to the fact that open-source
projects do not provide rewards or payments to contributors besides
learning and experience. Due to this fact though, factors that facilitate
team formation in a setting where rewards are not part of the moti-
vation for individuals will most certainly also be factors that apply
in settings where rewards are part of the motivation. The paper pro-
poses three hypotheses. The hypothesis is tested using data gathered
from open-source project repositories hosted on SourceForge.net. At
the time of publishing of the paper, this site contains hosting to over
100,000 projects and 1,100,000 subscribers. 1030 projects were ran-
domly selected to be used in the research. To determine the level of
social ties of the developers, data for the following criteria were col-
lected per project:

• At least one developer joined the project within 1 month.

• Project initiator has preexisting social ties.

• Number of direct social ties initiator has prior to this project.

• Number of projects participated by the initiator.

• Number of project initiators.

• level of ambiguity in the project description.

Hypothesis 1 is: Projects whose initiators have preexisting social ties
with the network are more likely to have other developers join the
development team than those whose initiators do not have ties. This
hypothesis was supported by the data gathered in the paper. Hypoth-
esis 2 is: For those projects whose initiators have preexisting social
ties with the network, the amount of such ties is positively associated
with the probability of having other developers join the project team.
This hypothesis was also supported by the data gathered in the pa-
per. Hypothesis 3 is: For those projects whose initiators do not have
preexisting social ties in the network, the experience of initiators is
positively associated with the probability of having other developers
join the project team. According to the data collected in the research,
this hypothesis was not supported.
Judging by this paper, preexisting social ties are important for soft-
ware development team formation in terms of the willingness of other
developers to join, while experience plays less of an important role in
terms of willingness to join.

5 WHAT IS DONE TO IMPROVE SOFTWARE TEAM FORMATION?
After understanding the relevance of a great software development
team, and some factors that influence the formation of software teams,
it becomes relevant to dive into solutions for facilitating the software
team formation process. Methods that improve the quality of forma-
tions increase the amount in which project management constraints
can be satisfied. Since team formation can result in many combina-
tions consisting of hundreds of potential members each with vary-
ing attributes and skills, doing this process manually can be time-
consuming and lead to error. A solution or proposed method to auto-
mate or facilitate this process is therefore highly desirable. The better
the method, the more optimal the team formation.

5.1 Characteristics of methods
A look at the mapping study [8] shares insight into some of the char-
acteristics of proposed solutions in the research field of software team
formation. The solutions found were all aimed at different objectives.
67.5% aimed at maximizing a project’s requirements, while 7.5% fo-
cused on minimizing project costs, 7.5% focused on minimizing deliv-
ery time and 27.5% focused on improving relationships. This indicates
that the methods overall attempted to make a project as successful as
possible in terms of checking boxes with regard to its deliverables. The
mapping study had 5 different categories of proposed methods, which
consist of a total of 30 different methods. The individual methods are
unfortunately not discussed in detail, which would have been benefi-
cial in answering this research question. As can be seen in figure 3,

most methods consist of search and optimization algorithms, includ-
ing genetic algorithms, dynamic programming, etc. Then as can be
seen in figure 4, most of the methods’ goal for the output was multiple
teams. Therefore, it is safe to assume that to facilitate software team
formations, methods usually try to maximize project requirements by
using search and optimization algorithms that result in multiple teams
as outputs.

Fig. 3. Percentage of method categories, taken from [8]

Fig. 4. Percentage of method outputs, taken from [8]

5.2 Methods for automation

The literature research [20] mentions numerous methods for automat-
ing the software formation process. The methods are unfortunately
not described in detail. Some of the methods that are mentioned in
this paper will now be shortly presented.

In the paper [10], a fuzzy algorithmic approach was proposed. It
provided a model based on skills of individual developers to learn from
each other. The algorithm uses size 2 tuples with linguistic terms and
selects appropriate individuals based on their own skill set and those
skills that were required for a given project. Their approach uses an
aggregation algorithm that links individuals with skills similar to those
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needed in a project. The skill relations are tuples, to show how two
skills can influence each other, promoting learning.

Then [18] proposes a methodology known as Best-Fitted Resource.
The approach is systematic and determines the level of compatibility
and suitability for a skill set (belonging to a group comprised of in-
dividuals) and the skills that are required for a given project. This
model effectively assigns individuals/skill sets most suitable for a job,
making the most optimal selection. It takes attributes of candidates
into consideration such as required skills, levels of expertise, and rel-
ative priorities of required skills for tasks. The problem with these
two methods is that they only consider technical skills though, and as
stated in RQ2, soft skills also contribute to the successful formation of
teams.

Another study [17] used Ant Colony Optimization and event-based
scheduling to allocate employees with a most suited task. It considers
attributes such as skill set, salary, hours allowed to work, availabil-
ity, etc. An event-based scheduler that enables modeling for the pre-
emption of tasks and resource conflict. Then the ant-colony algorithm
attempts to make an optimal solution with given human resources.

Another study [19] uses genetic algorithms to schedule resources
according to priority and cost minimization. It incorporated practical
matters into the fitness function. The fitness function is composed
of a weighted combination of four fitness scores that take into account
cost reduction, concentration efficiency, continuity considerations, and
allocation balance. The results showed that when all four fitness scores
are taken into consideration, the algorithm produces a more practical
allocation of human resources, resulting in reduced multitasking time,
fewer tasks assigned without considering task precedence, and more
evenly distributed allocations, compared to an algorithm that solely
focuses on minimizing the time span.

Other methods proposed in [4] go about dividing projects be-
tween suitable teams. It discusses a practical example in which a
multi-criteria model was created to aid a global software company in
allocating work for its distributed team. The model was developed
in collaboration with software development project managers, using
decision conferencing and multi-attribute value analysis. The model
considers not only software engineering factors, but also ”soft” and
strategic issues such as team satisfaction and training opportunities. In
figure 5 can be seen that out of all papers, genetic algorithms seemed
to be most popular, with other bio-inspired algorithms in second
place, and fuzzy logic in third.

Fig. 5. Types of method, data from [20]

6 DISCUSSION AND FUTURE WORKS

This section will now discuss some of the results found by answering
the research questions by summarizing the papers used for this
research and give a more concrete answer to the overarching question
of what makes a great software team.

The first research question in this paper is answered by considering
the idea of how important a well-formed team can be. We have
looked into different aspects of software development teams and how
they are benefited through such structure. It is apparent that such
teams offer numerous advantages, each of which contributes in some
manner to the successful completion of projects. Increased employee
performance is one of the consequences. It was understood that the
fulfillment of the employees’ potential results in an increased sense
of value in the team. Therefore producing more quality work. An
additional advantage was discussed to be found in the enhancement
of team performance and reputation. Effective communication among
team members fosters the sharing of knowledge, which contributes
to the improvement of individual and collective accomplishments
and values. Finally, we’ve demonstrated how a strong software
infrastructure is very helpful in attracting talented developers, opening
up a variety of opportunities for improving a software team’s abilities.

Research question 2 was about what factors influence software
team formation. It became apparent that many attributes can be taken
into account when forming a project (software) team. However,
according to a mapping study [8], many found solutions take mostly
technical attributes into consideration. This creates room for solutions
that involve other attributes such as soft skills since it has become
apparent that these do indeed influence the performance of a software
team and the quality of their work, and the degree of success of a
project they work on. The mapping does show that some methods do
take soft skills into account, such as personality traits, and interper-
sonal and social skills. According to [14] the personality traits of
individuals that make up a software team might affect the degree of
success of a project. They found that the judgment personality trait
is dominant in software teams for both successful and unsuccessful
projects, and found that the sensing personality trait was present in
successful projects while the intuition personality trait was lacking.
This suggests that the sensing personality trait influences the results
of software projects. Then social ties are also taken into consideration
by paper [11]. This paper claims that developers are more likely
to join a project if initiators have preexisting social ties before the
start of a project and that the amount of ties is positively associated
with the probability of developers joining. It also suggested that the
skills of initiators without preexisting social ties do not influence the
probability of other developers joining. This suggests the importance
of social ties to influence the willingness of other developers to join a
project.

Research question 3 is about what is done to improve software
team formation. First, we consider the mapping study [8] to look at
characteristics of methods that are used for software team formation.
It became apparent that most of the methods had the objective of
maximizing a project’s requirement. The paper also makes clear that
most algorithms are of the search and optimization type. Finally, it
was clear that the most used output for the methods was an output
that consisted of multiple teams. According to [20], some methods
were discussed such as genetic algorithms, fuzzy algorithms, and
more. The biggest downside of most methods was that they mostly
considered hard skills and maybe some metadata about individuals
such as their age, hourly wage, etc.

By answering these 3 questions, it becomes apparent that for future
work there is a need for a software team methodology that puts an em-
phasis on soft skills. Most methods focus too much on hard skills and
while delivering acceptable results, there is room for improvement.
By researching and summarizing literature and papers, the impact of
soft skills on team productivity becomes clear. An algorithm that in-
cludes not only hard skills but personality types and also social ties
would be an interesting subject to research and could benefit project
managers by formatting software teams more optimally. With regards
to personality types, the algorithm looks at individuals with judging
and sensing personality traits. The algorithm also looks for developers
with preexisting social ties in a developing network.

What makes a great software team? – Elnur Seyidov and Mike Lucas

90



7 CONCLUSION

In this research the question of what makes a great software team was
considered. To answer this question, three sub-questions were used.
These questions talked about the relevance of a great software team,
what factors influence software team formation, and what was done to
improve team formation. It was then found out that a great software
team was relevant for project success, employee performance, team
performance, team reputation, and company reputation. The factors
that contributed to team formation were mostly technical skills, but
the contribution of soft skills in the formation process seems promis-
ing. To be more precise, personality traits and social ties seem to af-
fect team formation and performance. Finally, to improve software
team formation, automation methods were used. These methods had
as their objective to maximize project requirements, used search and
optimization techniques and produced multiple team outputs. Genetic
algorithms were mostly used. It can be concluded that a great soft-
ware team is made of individuals with a suitable hard technical skill
set appropriate for a specific job, while also possessing certain soft
skill attributes such as certain personality types and social ties.
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Decentralized Federated Learning - Solutions based on Gossip
Protocol and Blockchain

Nikhita Prabhakar and Shrushti Kaul

Abstract— Federated learning (FL) can securely train machine learning models on huge, rich, and private data. In FL, machine
learning models are trained on local data sources and then merged to create a global model. However, unlike previously thought, FL
is not always reliable to protect the privacy of the training data; there are instances wherein it’s very possible to obtain private training
data from publicly shared gradients [17].
The goal of this paper is to look into decentralized ways to implement FL through the usage of Gossip Protocol and Blockchain.
Existing works on both, in the form of Gossip Learning [13] and Blockchain-based FL [12, 14] are analyzed in the paper and it is
shown how they are a step up from vanilla centralized FL mechanism. However, while the implementation of Gossip Learning itself is
based on many assumptions [2], the inclusion of blockchain makes the federated learning mechanism vulnerable to a whole new set
of attacks.
Another goal of this paper is to study how a combination of both Gossip and Blockchain can be realized in FL. We give an informal
guideline on how the said technologies can be clubbed together and also discuss implementations [16, 10, 15, 7] which use both
technologies in the FL schemes, and compare certain security aspects which come into play in the said implementations.

Index Terms—Decentralized Machine Learning, Federated Learning, Gossip Learning, Blockchain in ML, Privacy-Preserving Ma-
chine Learning

1 INTRODUCTION

With the help of federated learning (FL), also termed as federated ML,
joint learning, or alliance learning, [14] several devices can work to-
gether to jointly develop a model without sharing their data with a
centralized server. Google first put up this idea in 2016 to address the
issue of end users’ local updates for Android mobile phone models
[6, 14]. This approach to decentralized machine learning is especially
helpful in industries like healthcare or finance where data privacy is an
issue.
Federated Learning follows the ”bringing the code to the data, instead
of the data to the code” approach [1]. Each participant/client de-
vice trains a machine-learning model. Instead of sending raw data
to a central server, The participants only submit the computed gradi-
ents (partial derivatives) of the local model parameters to the central
server. The central server aggregates the gradients from all the par-
ticipants to build a global model. This process is repeated until the
global model converges or reaches a predefined stopping criterion. FL
is well-suited in instances wherein data available from the clients in
the federation is more insightful than the data that exists on servers, is
privacy-sensitive or otherwise impractical to transmit to and store in
servers, for instance, on-device item ranking, content suggestions for
on-device keyboards, next word prediction [1].

The whole premise of FL or distributed machine learning is based
on the fact that sharing model updates would not reveal the training
data, and thus privacy is maintained. However, major studies, one
of them being [17] by Zhu et al, have demonstrated that there is in
fact information hidden in gradients. While it has been shown that
gradients reveal properties of training data (e.g. property and mem-
bership inference), [17] presents a more challenging scenario of com-
pletely stealing local data in client nodes from publicly shared model
gradients. They have achieved so through an optimization algorithm,
termed ”Deep Leakage of Gradients”(DLG) that generates dummy in-
put and target labels and converts it to training input and target labels
with the help of the public gradients in just a few iterations. DLG
performed exceptionally well in generating training data from image
classification and masked language model gradients.

Thus, newer implementations of federated learning are pivotal to
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mitigating the aforementioned privacy violations. One proposition
made in recent research to achieve this is to eliminate the central
component for performing the model-weights aggregation, thus giv-
ing birth to the domain of decentralized FL. This also helps in re-
ducing risks of single-point-of-failure and possible man-in-the-middle
attacks [14]. Two major technologies in the current research that are
bound to be advantageous in decentralizing the vanilla FL architec-
ture is peer-to-peer networks and blockchain. Peer-to-peer training
architecture involves nodes exchanging their locally computed gradi-
ents within themselves, thus discarding the need for an aggregation
server. A well-known example is ”Gossip Learning”, in which par-
ticipants mimic the gossip protocol to relay gradient updates. On the
other hand, blockchain-based infrastructures offer an intuitive solution
for FL implementation. There have been several proposals to imple-
ment FL with blockchain technologies, as they provide benefits such
as verification of computation performed by local nodes during local
training. Thus, these two techniques of implementing FL in a dis-
tributed way are seen as a better alternative to centralized FL. While
both technologies serve their purpose in their own right, they do come
along with their own set of weaknesses, which could perhaps be miti-
gated when combined.

The main objectives of this paper are as follows:

• Analyze shortcomings with recent works in Gossip Learning and
Blockchain-based FL.

• Deduce how Gossip Protocol and Blockchain could be combined
to provide a decentralized FL framework.

• Analyze current works that are trying to club both technologies
as well.

The paper proceeds as follows: in section 2 (Background), we in-
troduce the concept of federated learning, followed by going in-depth
about decentralized FL methods using gossip protocol and blockchain
aka Gossip Learning and Blockchain-based FL and see how incorpo-
rating these techniques into the vanilla FL mechanism proves advan-
tageous. In section 3 (Pitfalls in Gossip Learning and Blockchain-
based FL), we discuss the potential disadvantages that exist with cur-
rent Gossip Learning and Blockchain-based FL methods, in section
4 (FL Solutions based on both Gossip Protocol and Blockchain), we
infer how the said technologies can be combined to manifest decentral-
ized FL and have a discourse on recent research that strives to achieve
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Fig. 1. Federated Averaging 1

the same while keeping certain metrics in mind, which are also dis-
cussed in the same section, and finally finish with a section for the
conclusion and future work.

2 BACKGROUND

In this section, we shall shed some light upon the vanilla, centralized
federated learning mechanism, which is followed by talking about
Gossip Learning and Blockchain-based FL and how due to their de-
centralization capabilities, they triumph as better FL frameworks than
the originally proposed one.

2.1 Federated Learning (FL)
The aim of federated learning is to perform machine learning on de-
centralized data. This also enables clients/edge devices to perform
machine learning with privacy by default. An example of a classic
FL strategy for model optimization is via Federated Averaging (Fe-
dAvg) [9]. FedAvg tries to minimize an overall global loss, which is
essentially a weighted average of the individual clients’ losses. Each
of the losses computed on the local sites is weighted by the size of a
client’s data set. A round in the algorithm is depicted in Figure 1. The
algorithm is executed for model training for a number of rounds ’t’. A
fraction of the K clients is sampled and the current round’s weights are
sent to the selected fraction of clients. The clients in turn run gradient
descent for a certain number of epochs and send the updated weights
back to the server. Once the server has received all the weights, it then
performs the weighted average of the client model’s updates.

2.2 Gossip Learning as an alternative to FL
Gossip Learning was first introduced in [13] as a way to exploit peer-
to-peer technology’s ability to achieve scalability in a cheap fash-
ion, but also due to its ”potential for privacy-preserving solutions”.
This implementation involves models that perform a random walk
in a network of peers, which uses every visited peer’s local dataset
for weight-updation. Algorithm 1 is run on all peers in the network.
The algorithm consists of a periodic activity loop and a procedure for

Algorithm 1 Gossip Learning Scheme in Ormandi et al. [13]
initModel()
loop

wait(∆) p← selectPeer()
send modelCache.freshest()to p

end loop
procedure ONRECEIVEMODEL(m)

modelCache.add(createModel(m, lastModel))
lastModel← m end procedure

dealing with approaching models. Every newly generated model is
cached, and the model that has been cached the longest is replaced
by newer ones. The most recent model is assigned to a random peer,

Fig. 2. Blockchain-based FL paradigm for FLchain from [12]

which is taken off in [13] via a ”gossip-based implementation of peer-
sampling”. Later, Hegedus et al. [4] present this as a replacement for
FL, quoting the fully decentralized approach of the gossip-learning
scheme. This acts as a benefit also because it eliminates the possibil-
ity of single-point-of-failure. [4] considered performance as a metric
for comparison, in terms of convergence time and quality of the model
and used logistic regression as the main machine learning model. Re-
sults of the paper show that gossip learning outperformed federated
learning in two out of the three datasets, which is counter-intuitive
considering the fact that gossip learning has a slower aggregation than
federated learning, due to its fully distributed nature. Thus, Hegedus
et al. strongly encourage the use of fully decentralized algorithms in
the area of multi-node machine learning.

2.3 Blockchain-based FL
Nakamoto initially introduced blockchain as the fundamental ledger of
the renowned Bitcoin cryptocurrency [11]. In essence, a blockchain
refers to a replicated and distributed append-only database that allows
a network’s participants to maintain a tamper-resistant sequence of
data. The main idea behind the notion of incorporating blockchain
in FL is that data does not belong to a central entity. In this paper, we
stick to the work of Nyugen et al. [12] as an illustration of blockchain-
enabled FL, which introduces a generic FL-blockchain architecture,
namely ”FLchain”, which entails prominent features of blockchain-
FL system designs. In simple terms, a blockchain network operates by
participants disseminating their data, and certain nodes, known as min-
ers or validators, collect and store the received data in blocks. Through
a decentralized consensus mechanism, the network selects a leader
miner for a sequence of epochs. The epoch leader broadcasts their
block to the network, and other nodes store it in their local memory,
with each block maintaining a hash link to the previous block. A gen-
eralized blockchain-based FL architecture is depicted in Figure 2.

This architecture specifically caters to the use case of mobile edge
computing (aka MEC), wherein MEC servers are considered as a point
for data collection in the scenario of edge computing. FLchain trans-
forms intelligent MEC networks into decentralized systems. Here, the
MEC servers are in charge of performing blockchain mining while mo-
bile devices can be employed to either execute local training or mining
operations or carry out both in case they possess the capability. The
general steps towards performing blockchain-based FL via FLchain
are as follows:

• The MEC servers are assigned a learning objective with their
related devices. MEC servers allocate their computational re-
sources to run the blockchain consensus (or mining). The asso-
ciated devices to the MEC servers perform the FL training.

• Every training device initializes a local model and trains it with
its local data and then sends the local model to the associated
MEC server via blockchain through a transaction
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• MEC servers aggregate all transactions sent by clients and cre-
ates the block, which is followed by the servers participating in
the mining process for the verification of the newly generated
block and to reach consensus among all MEC servers. The ver-
ified block is appended to the blockchain and broadcasted to all
training devices.

• Local devices retrieve all the local updates from other devices
by downloading the block, thus permitting them to compute the
”global” model directly based on various aggregation rules, for
instance, weighted average(FedAvg [9]). The training process
is executed until the global loss function converges or desired
accuracy is achieved.

Blockchain replaces the requirement of having a central component,
which mitigates significant communication costs while also provid-
ing a high level of security to perform FL training via ledgers that are
immutable [12]. Moreover, FL can take advantage of rather innate
properties of blockchain to alleviate some of its major identified draw-
backs, like centralized processing, lack of incentive for clients in the
federation and low robustness [14].

3 PITFALLS IN GOSSIP LEARNING AND BLOCKCHAIN-BASED
FL

While the inclusion of distributed technologies lists a plethora of ben-
efits, they, unfortunately, bring forth their own set of shortcomings in
the implementation and execution of FL. This section discusses these
shortcomings both for the case of Gossip Learning and Blockchain-
based FL.

3.1 Issues with Gossip Learning
A study by Giaretta et al. [2] states that the implementation of Gos-
sip Learning in the original literature [13] is highly dependent on cer-
tain assumptions, which would not be upheld in uncontrolled envi-
ronments. These assumptions are: a) each device stores a single data
point, also referred to as the fully-distributed data model, b) each de-
vice can communicate with every other device in the network, and c)
all devices possess similar communication and processing speeds. In
order to determine the conditions under which the protocol continues
to function and those under which it breaks, the researchers simulated
the protocol under various workloads while raising these assumptions
to various degrees.
While lifting the first assumption regarding a ”fully distributed data
model” doesn’t bring forth an undesirable execution of Gossip Learn-
ing, removing the latter assumptions had the opposite effect. The fol-
lowing subsections shall throw some light on this.

3.1.1 Presence of restricted network topologies
A set of experiments were performed in [2] to assess the impact of lim-
ited communication networks on the performance of the protocol, re-
sults of which are displayed in Figure 3. The findings for these exper-
iments demonstrated that well-connected topologies (ex: community-
based graphs, Barabasi-Albert) depict convergence speeds in an order
similar to that of a fully-connected network. It can be concluded that
gossip learning is only efficient on topologies where there is a com-
bination of low distance and high redundancy, which is indicative of
good expansion. It is evident that low link redundancy topologies, for
instance, trees and rings, clearly show a much slower convergence.

3.1.2 Uneven communication and processing capabilities
Another set of experiments in [2] were done to test gossip learning
for instances wherein nodes had differing speeds. Assigning speeds to
these nodes randomly, even from an expansive range, leads to the same
convergence in the same number of epochs, acting as if all the speeds
were of equal measure. A clear indication of the same is depicted in
the first and second graphs in Figure 4.

However, there is a drastic change observed in the model’s be-
haviour when the speed and data distributions are correlated. The last
graph in Figure 4 depicts a fluctuation in the functioning of gossip

Fig. 3. Comparison of different network topologies in [2] to observe
speed of convergence in Gossip Learning

learning while training on a cosine dataset. The fluctuation is realized
by storing all data points with x > 0 (shown as red) on nodes that are
much faster than all nodes storing data points with x < 0 (shown as
blue). The model in this case rapidly favours the red data points and
thereby converges to a negative slope.

Thus, gossip learning is not adept at handling topologies where its
characteristics correlate with the features of the dataset.

3.2 Issues with Blockchain-based FL
Despite novel architectures of using FL with blockchain (for instance,
FLChain [12]) exhibiting great potential, there are issues of various
kinds that may not be taken care of in their implementation.

3.2.1 Security Challenges
As described in [12], blockchain still possesses a set of own security
issues, some of which include: a) forking attacks, which can easily de-
rail the training process for the nodes participating on the blockchain,
b) fake parameter updation from an adversary portraying an honest
client.

3.2.2 Heterogeneity and Communication Challenges
Just like in Gossip Learning, even communications that take place
in FL training are easily affected by unbalanced and non-IID data.
Also, a major increase in traffic congestion can be observed with
an increasing blockchain network, contributing to a slow or even
erroneous FL training rate of convergence. While compression
methods have been recommended to make transferring model updates
to and from client faster, they could increase variance in the model
updates and make it harder to reach the correct convergence result.

3.2.3 Plagiarism Challenges
The FLchain system has another flaw wherein a ”lazy” node could
save up more of its resources for mining than training by simply copy-
ing model updates of a different client, thereby having a much higher
probability of earning rewards. This might push the honest client from
participating in the FL training and degrade the performance of the
overall FL model.

4 FL SOLUTIONS BASED ON BOTH GOSSIP PROTOCOL AND
BLOCKCHAIN

One of the paper’s objectives is to elucidate how Gossip Protocol and
Blockchain could be fused together in a way that they complement
each other for implementing decentralized FL. While introducing fully
decentralized machine learning, work in [5] indicates that it can be
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Fig. 4. Behaviour of gossip learning with various speed distributions displayed in [2]

practically realized with the help of a distributed ledger, which can
help take over tasks like global model aggregation and participation of
a federation consisting of different companies and organization with
the help of smart contracts. This section is split into two sections,
wherein the former section shall present an informal mechanism of
how both techniques can go hand in hand. The latter section shall dis-
cuss recent research that has taken place where an FL implementation
tries to incorporate both Gossip Protocol and Blockchain.

4.1 Informal mechanism of merging Gossip Protocol and
Blockchain in FL

Below-mentioned is a mixed approach towards distributed machine
learning in which, staying true to their purpose, blockchain manages
the updation and enforces privacy, whereas the communication of the
updates in the model is done via the gossip protocol. A take on the
same could look like the following:

1. All the clients or peers in the network makes use of the gossip
protocol to share their gradients with one another. Every client
encrypts its local updates and shares them with the blockchain.

2. The blockchain aggregates the updates using a consensus mecha-
nism, after which the ”global” model is stored on the blockchain,
which can be copied by the clients to perform further training.

4.2 Analysis and discussion of current works combining
both technologies

This section goes into the research available that exploits both
blockchain and gossip protocol for an FL solution.
While performing research, there were very limited sources that tried
merging the implementation of a gossip learning framework with
blockchain. The one promising lead we found in this regard was
the work of Giaretta et al. [3], wherein the federated learning imple-
mentation translated to using gossip learning on top of the Ethereum
blockchain. But, even this source was just introducing the architecture
and did not really include any implementation or experimentation of
any sort with the explained federated learning model.
Thus, the works we are going to analyse are more so decentralized FL
techniques which are essentially built on top of blockchain and heav-
ily rely on gossip protocol to broadcast and communicate local model
updates between the clients of the federation. There are four papers
that we shall discuss and compare in the following sections.

4.2.1 Current Works

A. PiRATE [16]
In 5G networks, every mobile device is able to partake in dis-
tributed learning. Thus, the availability issue of distributed ma-
chine learning becomes irrelevant. Nevertheless, the safety of the
model is compromised as the distributed learning system is now
vulnerable to Byzantine attacks while updating model parame-
ters and aggregating gradients amongst multiple learners. Pi-
RATE is introduced as a secure computing framework based on
the blockchain sharding technique to ensure byzantine resilience

for distributed learning by providing security of gradient aggre-
gation and model parameters.
In this algorithm, each node would possess a randomly generated
identifier. Committees composed of c members shall be formed
after the node is allowed to participate by a centralized permis-
sion/access control component. All participants of the committee
are aware of the identities of trustworthy nodes with a high prob-
ability. During the training phase, some nodes will be swapped
out for trustworthy nodes in order to impede the progress of a
slowly-evolving adversary. Once part of a committee, the mem-
bers of the committee communicate their local gradients using
gossip protocol which then can be aggregated by the leader, into
a block. This block can be validated by the committee and a
consensus via blockchain after a certain time period. This par-
tial aggregation result is transferred to the neighbour committee.
Once every committee reaches a consensus, they communicate
locally agreed data with their neighbour committees, eventually,
a globally agreed aggregation value is obtained by all the nodes.

B. BEAS [10]
BEAS is a blockchain-based FL system that ensures training data
privacy using gradient pruning to prevent the poisoning of train-
ing data and model gradients. It claims to be one of the first
blockchain-based FL systems whose accuracy is comparable to
that of centralized frameworks while having a linear growth of
computation and communication overheads with respect to the
number of participants in the federation. An overview of the
BEAS paradigm can be seen in Figure 5. As seen from the
paradigm, BEAS uses Fabric blockchain. The BEAS framework
scheme is as follows: Clients of the federation create anony-
mous identities with the help of a Membership Service Provider
(MSP). Any client can create a new channel, define the training
parameters and train on their private data to produce a genesis
block, which is appended to the channel ledger. The remaining
clients seek the latest block in the ledger, which is used to initial-
ize a model, which is trained using local data to create new local
gradients. The client sends these local gradients to the endorsing
peer for generating a new block and sharing it with the Ordering
service. This service provides consensus on the act of ordering
blocks and appends them to the ledger of every endorsing peer’s
ledger using the gossip protocol. The endorsing peer triggers
a ’Merge’ chain code of the incoming blocks once they cross a
threshold. This chain code aggregates the blocks using federated
averaging to generate a new global block, which is committed to
the channel ledger. The client keeps repeating these steps until
desired convergence is achieved.

C. DeepChain [15]
While Deep Learning(DL) requires a humongous amount of data
and training to achieve the required accuracy, The usage of FL in
deep learning can help improve the accuracy of the model by
training data in different nodes, in the same amount of time.
The local gradients are then communicated which is then used
to generate the complete model. This however exposes the deep
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Fig. 5. Blockchain-based FL paradigm for BEAS [10]

learning model to a variety of security issues, mainly revolving
around the communication of gradients and parameters across
nodes. DeepChain, a value-based incentive mechanism, guaran-
tees the privacy of data for each node and enforces the correct
behaviour of the participants with the help of blockchain. Cryp-
tographic techniques are used to ensure data confidentiality and
auditability. In DeepChain, we have every single node(party) as
part of a blockchain. These parties have the data which is to be
trained locally. Those parties involved in the training of the same
DL model form a cooperative group. The parties of this group re-
ceive incentives or penalties based on their contributions. Once
local model training is completed by the party, trading of the
local gradients is done, which essentially attaches the gradient
values to smart contracts, generating a transaction. A committee
then verifies and arrives at a consensus on the addition of the new
block. The security while trading the gradients is ensured by a
cryptographic algorithm which provides encryption of up to 80
bits and to ensure a unique cipher is generated for a party, the pa-
rameters are converted into a vector for the same. This addition
of a new block is then communicated to the other neighbours us-
ing a gossip protocol. Consequently, we obtain a fully trained
model.

D. BLADE-FL [7]
BLADE-FL suggests blockchain-assisted autonomous federated
learning. Here, each client broadcasts the trained model to other
clients, aggregates its own model with received ones, and con-
tests to create a block before its local training of the next round.
BLADE-FL’s learning ability and global loss function upper
limit are assessed. This is followed by checking whether this
bound is convex with regard to the number of overall aggrega-
tion rounds K and optimising computing resource allocation to
minimize the upper limit. In BLADE-FL, every client acts as the
trainer as well as a miner. It is assumed that all the clients in the
distributed system have the same computing power. Initially, the
node trains the local model and is added as part of the transac-
tion. This transaction is communicated to all other clients with
the help of a gossip protocol. The client, now acting as a miner,
receives all the local models which would subsequently be used
to generate the global model. And then, the block comprising
the local model is validated. Once it’s validated and accepted by
most of the miners, it’s added to the local ledgers. The verified
block is now used to update the local models, enabling all the
clients to have the global model. Since each of the clients takes

part in mining and training, the single-point failure of the cen-
tralized system is mitigated while maintaining the privacy of the
Federated FL system with the help of blockchain.

4.2.2 Analysis of Current Works
The above-mentioned works are a few novel and innovative ap-
proaches used to combine blockchain with gossip protocol in an FL
implementation which will help in mitigating security and privacy is-
sues. We could see four major aspects being considered in the mani-
festation of these papers, indicated in Table 1. We shall briefly discuss
these four features and how the selected works, if they are able to,
provide support for the respective features.

Byzantine Scalability Data Model
Attacks Poisoning Poisoning

PiRATE No Yes Yes No
BEAS Yes Yes Yes Yes

DeepChain Yes Yes Yes Yes
BLADE-FL No No Yes Yes

Table 1: Indication of support for certain aspects in recent
decentralized FL methods

A brief description of factors we think should be kept in mind while
creating a decentralized FL solution is as follows.

• Byzantine Attacks In the context of FL, when a model is being
trained on a local node, on top of the local data, one can not guar-
antee that the local training process itself is correct or the node is
i) actually malicious in nature and trying to perform training in-
correctly, or ii) an attacker has taken control of a previously hon-
est node and made it malicious over time. Both of these cases,
eventually lead to a compromised distributed FL framework.

• Scalability Scalability has also been considered in this discus-
sion since a lack thereof could lead to lossy updates of the model
updates that shall eventually lead to an erroneous model con-
vergence and thereby an incorrect distributed machine learning
model which won’t behave as expected.

• Data and Model Poisoning A specific way in which byzantine
attacks can be realized is through data and model poisoning at-
tacks. Work in [8] defines a data poisoning attack that happens
during the local data collection phase and a model poisoning at-
tack that happens during the local model training process. Es-
sentially, the goal of the said attacks is to modify the behaviour
of the target model in some undesirable way.

Implementation of checks against any forthcoming byzantine attacks
is taken care of either via centralized access control, like in PiRATE,
that checks credit scores and is able to tackle a slow adversary attack
or through the inclusion of a penalty scheme, like in DeepChain,
which checks the results of local functions executed by the peers and
rewards/penalizes the peer based on verification of the respective local
results. The penalty scheme in DeepChain also provides assurance
with model poisoning since the training behaviour of the nodes is
being assessed.
Protection against the combination of byzantine and data poisoning
attacks can be provided with the inclusion of byzantine tolerant
gradient aggregation algorithms like MultiKRUM, like in PiRATE
and BEAS. Data poisoning attacks can also be tackled with the
inclusion of adding Gaussian noise to the data.
An efficient way in which model poisoning is being tackled is via
gradient pruning, an efficient strategy which is also recommended in
the reference regarding the earlier mentioned DLG attack in [17].
We have made an inference that byzantine failures and the poisoning
attacks go hand in hand, but just implementing a poisoning-attack
proof FL implementation, will not guarantee an FL implementation
resistant to byzantine attacks as seen for BLADE-FL. Thus, there are
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other factors as mentioned in [10] which need to be considered other
than poisoning attacks which can help in the development of much
more secure implementations of decentralized FL, for instance, the
addition of more encryption policies, asynchronous updation, and so
on.
Coming to scalability, works, especially PiRATE and DeepChain
perform a great job with regard to scalability by having smaller
groups of committees that validate model updates within themselves
and then share these local updates across the different committees to
reach a global consensus, allowing for a lot of amortized executions.
respectively. BLADE-FL on the order hand takes advantage of its
Hyperledger Fabric-dependent implementation and exploits multi-
channel blockchain architectures for training different FL models
simultaneously.

5 CONCLUSION

This paper introduces federated learning and discusses the inclu-
sion of decentralization technologies in FL like gossip protocol and
blockchain, in efforts to mitigate security concerns that arise with the
implementation of federated learning with a central aggregation com-
ponent. It is observed that while the inclusion of said technologies
promises decentralization and avoids single-point failure, the existing
works around the same still harness weaknesses that need to be ad-
dressed. This paper also presents an informal guideline on how one
can utilize both Gossip protocol and Blockchain for the implementa-
tion of distributed FL in Section 4.1. A study of the latest selection of
papers shows that tackling byzantine and poisoning attacks is one of
the primary goals in recent decentralized FL methods that incorporate
both blockchain and gossip protocol in their implementation. It can be
observed that a lot of issues in distributed FL come down to ensuring
the integrity of the data or gradients which are being shared and main-
taining the data present in the node. But the field of decentralized FL
is still in its infancy and just providing support for poisoning attacks
will not suffice for a completely secure distributed FL implementation.

6 FUTURE WORK

More research could be performed in the following directions:

• First, as realized from the analysis of recent works, most of
the works on FL that try to include both gossip protocol and
blockchain in their FL solution tend to confront only a subset
of desirable features for decentralized FL. Future work could in-
clude coming up with solutions that try to address the majority
of issues that come along with implementing FL in a distributed
fashion.

• Second, it was deduced that there is no concrete research found
on clubbing blockchain specifically with gossip learning to man-
ifest decentralized FL. Putting theory to practice and actually im-
plementing/experimenting with FL architectures including gos-
sip learning and blockchain, like one mentioned in [3] can help
bridge the gap and give a different perspective on how merging
gossip protocol and blockchain can elevate decentralized FL.
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Representation of Women on Stack Overflow: A ten-year overview
on participation, challenges, and research

Joep Scheltens, and Davide Rigoni

Abstract—The low participation of women in STEM-related subjects has been the topic of discussion in many research in the past,
especially if we consider the field of engineering which has a very low number of women participating. This low participation becomes
even more concerning if we inspect the participation of women in the popular QA website for programmers, Stack Overflow in which
women’s participation is even lower than in other computer science departments, such as in big tech companies and open source
projects.
In this paper, we present a ten-year overview of the representation of women on the website Stack Overflow by focusing on how
the research on the topic has evolved during the last ten years and what are the common challenges, found in the state-of-the-art,
experienced by women in Stack Overflow that prevent them from interacting and using the website as much as men. This, along
with an inspection of the evolution of the percentage of active women on the website from 2012 to 2022, will give a comprehensive
overview of how the topic changed over the years.
We found that the representation of women in Stack Overflow has not increased in the last ten years although the research on the topic
has increased lately, with more studies being performed from 2016 onwards. Nonetheless, the main challenges women experience, as
found in the literature seemed to remain the same throughout the years which indicated in Stack Overflow an inamicable environment
for women to participate in. This gives a bright outlook on the future of the topic where hopefully more studies built on top of already
existing findings will propose more solutions to solve the topic.
Nevertheless, we suggest a couple of possible improvements to the website, as found in the literature, that could help women engage
more in the platform, such as the possibility of adding social feedback functionality.

Index Terms—Stack Overflow, Women representation, Gender diversity

1 INTRODUCTION

In the field of the computer science industry, a very important resource
is the ability to interact with the developers’ community to ask and
answer technical questions as well as share knowledge. This is an
important learning tool for programmers who in return can learn pro-
gramming concepts and solve certain tasks or bugs by just interacting
with the community. For this purpose, the application Stack Overflow
was launched in 2008 as a valuable resource for asking and answering
technical questions in the field of computer science. However, as dif-
ferent studies show [21] [16] the platform’s user base is predominantly
male, with the percentage of participating females being consistently
less than 10%. This data is particularly worrisome especially if we
compare those numbers to other data from the computer science sector.
For example, the percentages of women in big informatics companies
such as Microsoft and Google stand at around 20% [18], and women
constitute around 18% of the total graduates in computer science in
the USA [2].

This shows a general imbalance between the women working and
studying in the field of computing science and the ones using the web-
site Stack Overflow. This low participation of women in Stack Over-
flow has already been documented in a study of 2012 by Vasilescu
et al. [21] in which it shows that men were more represented than
women on the website and were participating more and earning more
reputation.

The purpose of our study is to investigate the changes that happened
from 2012, the year of publication of the study [21], until now to ex-
plore the current state of research on the topic through the case study
of the paper by Vasilescu et al. [21] and how new studies on the topic
have emerged since then, especially focusing on studies whose main
goal is the identification the common challenges and limitations expe-
rienced by women on Stack Overflow. Hence in this paper, we will

• Davide Rigoni is with University of Groningen, E-mail:
d.rigoni@student.rug.nl.

• Joep Scheltens is with University of Groningen, E-mail:
j.scheltens.1@student.rug.nl.

answer the following research questions:

1. RQ1: Has the participation of women in Stack Overflow changed
between 2012 and 2022?

2. RQ2 What are the common challenges and limitations women
encounter in Stack Overflow?

3. RQ3: How are empirical findings on women’s representation in
Stack Overflow utilized in subsequent research studies?

While RQ2 and RQ3 focus mostly on how the research on the
topic evolved since 2012, the latter concerning the original paper by
Vasilescu et al. [21] and the former about the identification of com-
mon challenges and limitations women experience in Stack Overflow,
the main goal of RQ1 is to find evidence on why this topic is still as
relevant now as it was in 2012.

In section 2 of this paper, we will discuss in more detail the current
state of the art regarding women’s participation in computer science,
section 3 will focus on the methodology used to perform the research
for the paper. Section 4 will consist of the results found from the liter-
ature review on the topic and on the participation of females in Stack
Overflow while in section 5 we will discuss those results. Finally, in
section 6 we will go over the threats to the validity of our study while
sections 7 and 8 will present the conclusion of the paper and possible
future works.

2 BACKGROUND AND RELATED WORK

Women have historically been underrepresented in the field of Com-
puter Science. Research has found that females only comprise of 15%
of CS mayors in Ireland, less than 20% in the United Kingdom, and
14% in Australia [23]. Some researchers think that the myth of women
not being interested in computer science and engineering is a self-
fulfilling prophecy. For example, studies have shown that activities
marked with a gender stereotype make the opposite gender less inter-
ested in the activity [14].

Women’s representation and contributions to computer science are
important for several reasons. For example, in the workplace diver-
sity has a positive impact on key organizational performance aspects
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like recruiting talent, strengthening customer orientation, increasing
employee satisfaction, improving decision-making, and enhancing a
company’s image [8]. Not enough diversity in the workplace might
lead to missing out on a wider range of perspectives and ideas, which
in the world of computer science, could potentially lead to the devel-
opment of better products, systems, and technologies that address the
needs of a diverse range of users.

Since Computing Science is not very gender diverse, the userbase
of platforms like Stack Overflow being predominantly as well male
makes sense.. The 2012 [21] study revealed that around 7% of web-
site users in 2012 were women, meaning that women in the Comput-
ing Science community are less likely to use the website than men in
the Computing Science community. Since this study, more research
has been done about the representation of women on Stack Overflow.
Some researchers have found that feminine or mostly feminine users
have the lowest reputation score on average, which is the central mea-
sure of success on the platform [3]. And research has also found that
women are even more discouraged from contributing to open-source
projects. Surveys on Stack Overflow have shown that comparing non-
open-source settings to open-source settings, men are twice as likely to
contribute to open-source projects than women [24]. The challenges
women face that make them feel discouraged from participating in
Stack Overflow is, therefore, a concern, so these will be discussed
more in detail in section 4.2.

Other research includes analysis of the yearly surveys that Stack
Overflow provides [18] [4]. However, research that analyses the Stack
Overflow survey data does not restrict itself to gender diversity. Re-
search has also been done for finding methods to make Stack Over-
flow more gender-inclusive [11]. Research on other platforms, like
GitHub, has also been performed. For example, the original paper by
Vasilescu et al. [21] was followed by a study about datasets for social
diversity studies of GitHub teams [22]. This study found that women
are underrepresented on GitHub as well, meaning that the underrep-
resentation of women on Stack Overflow is not necessarily platform
exclusive. What separates our research from related work is that it fo-
cuses specifically on changes to gender diversity on Stack Overflow
since the 2012 study.

3 METHODOLOGY

In this section, we will discuss the main steps and methods we em-
ployed to do this research, focusing on the research query and paper
selection performed for RQ2 and the classification performed for RQ3.

3.1 Paper Selection
To gather literature on the topic we performed a short literature review
on Google Scholar using the following research query:

("women") AND ("challenges" OR
"representation") AND ("Stack Overflow")

Through this query, we obtained literature describing the challenges
women encounter on the website Stack Overflow which is necessary to
answer RQ2 as well as get contextual data on women’s representation
in Stack Overflow that we used throughout the paper.

Furthermore, we decided to perform a second literature search
and shortly investigate other environments related to women’s repre-
sentation in fields related to computer science. For this reason, we
added the keywords ”GitHub”, ”STEM” and ”Open Source” which
allowed us to gather data on women’s representation in the fields of
Open Source projects as well as STEM subjects which consist of any
academic subject falling under the disciplines of Science, Technology,
Engineering, and Mathematics. We wanted to gather some data on the
representation of women in those fields and, for this research, were
not particularly interested in the challenges hence our second research
query was:

("women") AND ("representation") AND
("GitHub" OR "STEM" OR "Open Source")

It is important to note that the only exclusion criteria for the liter-
ature found in our study were whether the study was published after
2012 or not. For this research, we did not consider the ranking of pa-
pers and the journal they were published in since we feared that we
might not have enough literature to answer RQ2; this shortcoming is
discussed more in-depth in section 6.

3.2 Classification
In our study, RQ3 refers to the use of empirical findings on the topic
of women’s representation in Stack Overflow and how are those find-
ings used for future research. To develop an answer to this research
question we took the paper ”Gender, Representation and Online Par-
ticipation: A Quantitative Study of Stack Overflow” by Vasilescu et.
al. [21] which is one of the first studies published on the topic.

The study in question develops a tool named ’gendercomputer’
which can identify the gender of users based on their usernames and
other attributes. This tool is used to gather data from Stack Overflow
users in 2012 to see the participation and the level of engagement of
women on the website in comparison to men.

We gather the papers that cited this paper from 2012 to 2022 and an-
alyzed each citation individually and divided them into three different
groups:

• Black Box citations: those citations which only mention the
study as a source that has performed a study on Stack Overflow
and gender differences but do not mention any of the results ob-
tained. Furthermore, cases in which the citation is relative only
to the ’gendercomputer’ tool also constitute a case of black box
citation.

• White Box citations: those citations which use one or more of the
findings of the paper in their study.

• Unidentified citations: this category groups together citations
that were either wrong, from papers that got removed, or not
accessible to us.

We proceeded to classify all citations based on the aforementioned
categories as shown in the Result section.

3.3 Kappa coefficient
Since the classification of the citations is performed by two re-
searchers, we have to make sure that although both researchers an-
alyze a different set of citations the resulting categories will be the
same. Therefore we have to calculate the level of agreement between
the two of us since it’s a great indication of whether we understood
the categorization correctly and if we’d also agree in some citations in
which the use of the data would not be clear.

In order to measure this level of agreement we used the Cohen
Kappa coefficient, which provides a formula to measure the overall
agreement between two researchers in the classification of different
items [9]. The value of Kappa is calculated as follows:

k =
p0− pc

1− pc
(1)

The values p0 and pc in equation 1 correspond respectively to the per-
cent agreement and the chance agreement which is the proportion of
agreement expected by chance [20].

The highest possible Kappa value is 1 which signifies complete
agreement while the lowest is 0 which signifies complete disagree-
ment.

In our study, we both performed the classification on 40 items sep-
arately and then calculated the Kappa coefficient which in our case
ended up being 0.81 which shows a high level of agreement.

4 RESULTS

In this section, we will show the results obtained for each one of the
research questions along with a short explanation of them.
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4.1 Results: RQ1
In Figure 1 we can see the percentage of female users in Stack Over-
flow from 2012 to 2022. This data comes from the official annual sur-
veys of Stack Overflow except for the data from 2012 which was taken
from the study conducted by Vasilescu et. al. [21]. As explained more
in detail in Section 6, this is one of the main threats to the validity of
our study, since the data from 2012 comes from the use of the ’gender-
computer’ tool to infer the gender of the user of Stack Overflow which
inevitably results into a more global analysis than the annual surveys
in Stack Overflow.

Furthermore, it’s important to point out that there is no data on fe-
male participation in the platform for 2013 and 2014 due to the fact
that the survey of Stack Overflow started including questions regard-
ing gender from 2015 onwards. Additionally, we were not able to find
clear data on female participation on the website in the literature for
those two years so we decided to leave them out.

Even without the data from 2013 and 2014 the graph in Figure 1
gives a clear overview of the trend of female participation in the web-
site Stack Overflow from 2012 to 2022.
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Fig. 1. Women representation in Stack Overflow from 2012 to 2022
as found in the survey of Stack Overflow apart from 2012 in which the
results were obtained from the study by Vasilescu et. al. [21] are used.

4.2 Results: RQ2
For RQ2 we wanted to investigate the common challenges that women
experience on the website Stack Overflow which deter them from us-
ing it and participating in its community. The result consists of find-
ings found in the literature review which are referred to as the common
reasons why women tend to engage and participate less than men in
Stack Overflow.

It’s important to mention that the list of challenges that will be dis-
cussed is not necessarily for women only but can also be shared by
men or gender-fluid individuals, but the reason they’re presented here
is that those challenges are found to be especially discouraging for
women.

The common challenges found are:

• Fear of negative feedback received by the community is one
of the main reasons women do not engage in Stack Overflow
[7][10][12].

• Less confidence in programming skills than men which can in-
dicate the reluctance to participate in discussions in Stack Over-
flow [15][19].

• Unwelcoming and negative environment for new users [7][15].
This point is also highlighted in the Survey of 2019 of Stack
Overflow in which women express the need to make Stack Over-
flow a ”friendlier” environment.

• Use of inappropriate and masculine language [7] as well as the
fact that using feminine usernames proves to be a disadvantage
[3]. This is also present in the Survey of 2020 of Stack Overflow
in which women commonly refer to the ”toxic” language as one
of the main points to change.

• Individualistic and competitive nature of the website [5], espe-
cially the scoring structure which seems to disfavour women[3].

• Lack of peer parity is an interesting point, which consists of the
lack of women interacting with each other on the platform and
can be proven to be a reason why women do not engage in Stack
Overflow discussions [6].

4.3 Results: RQ3
In table 1 we can see the final result of the classification of citations
to the paper taken as our case study for the research question. We can
see that the total amount of citations are almost evenly distributed be-
tween black and white box with also a small percentage of unidentified
citations.

To better show the results of the classification process we are going
to present examples of citations that were classified either as black or
white box.

As an example of white box citation, the paper ”Social Influence
and learning pattern analysis: Case studies in Stack Overflow” by Paul
et. al. [17] mentions that ”The findings of B. Vasilescu et al. [refer-
ence] confirm that men constitute the vast majority of contributors to
Stack Overflow”. This is clearly a white box citation since it mentions
the findings of the paper in question.

On the other hand, an example of black box citation is found in
the paper ”SOTorrent: reconstructing and analyzing the evolution of
Stack Overflow posts” by Baltes et. al. [1] mentions that ”Regarding
the population of SO users, studies described properties such as gender
[reference]”. In this case, it’s also clear the nature of the citation since
it mentions that the study revolved around gender on Stack Overflow
but does not mention any of the results.

Lastly, we also want to include an example of black box citation
in which the ’gendercomputer’, as explained in section 3.2, tool was
cited; this is the case of the paper ”An Analysis of Design Process and
Performance in Distributed Data Science Teams” by Maier et. al. [13]
mentions that ”Further, existing tools can infer the gender of a GitHub
user based on their username [reference]”.

Table 1. Citation history of the paper by Vasilescu et. al. [21]

Total Black White Unidentified
215 46% (99) 40% (87) 13% (29)

Additionally, we performed a year analysis of the citations, dividing
them by the year the paper citing the study from Vasilescu et. al. [21]
was published. The results of this analysis can be found in Figure 2.

On top of that, Figure 3 shows how those papers are distributed per
year and whether they are white or black box citations.

5 DISCUSSION

In this section, we are going to discuss and further analyze the results
found in section 4.

5.1 Discussion: RQ1
As mentioned in section 2, the lack of women in Computing Science
is concerning. Somewhat surprisingly, the participation of women on
Stack Overflow seems to not have changed too much over the last ten
years. Figure 1 provides a clear overview of female participation in the
website from the last decade, and the data shows that the percentage
of female users has remained relatively consistent, and even seemed
to have dropped during this period. The lack of change is significant
since it means that either not enough effort has been put into making
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Fig. 2. Total Citation history of the paper by Vasilescu et. al. [21] from
2013 to 2022
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Fig. 3. ’Black and White Box Citation’ history of the paper by Vasilescu
et. al. [21] from 2013 to 2022

the website more gender inclusive, or the efforts that have been made
did not work. This could be a topic for future research.

5.2 Discussion: RQ2
The findings for RQ2 revealed several challenges that are commonly
faced by women on the platform. These challenges can be addressed
in several ways to promote a more inclusive environment for women
on Stack Overflow. One possible strategy is to develop policies and
guidelines that promote respectful and inclusive language on the plat-
form. This may involve being more strict on moderating, for example,
rude or arrogant answers to questions.

Another approach could be to create opportunities for women to
connect and support each other on the platform. This could involve
creating forums or groups specifically for women to discuss program-
ming topics or providing mentorship programs to connect female pro-
grammers with experienced mentors.

Stack Overflow could also consider changing its scoring structure to
ensure that it does not disadvantage women. This may involve reeval-
uating the criteria for scoring or developing alternative scoring mech-
anisms that do not favor one gender over the other.

Finally, Stack Overflow could take steps to make the platform more
welcoming to new users, including women. This could involve either
providing more resources specifically for new users or adding labels
to questions that are asked by newcomers. This might result in the
people that answer the question being more lenient and forgiving on
the asked questions.

5.3 Discussion: RQ3
The number of papers that cite the original papers means that there is
a significant interest in the topic. Also, the amount of references to
the original paper seems to have increased per year. The amount of
white-box citations, meaning the citations that actually use the data of
the original paper, has also increased per year. The years 2020 and
2021 are the clear exceptions to this pattern though, which could be
due to the COVID-19 pandemic.

6 THREATS TO VALIDITY

Some threats could be about the validity of the surveys on Stack Over-
flow. The Stack Overflow surveys rely on self-reported data from
users, which may be subject to bias. Respondents may be hesitant to
report negative experiences or may over-report positive experiences.
Or the opposite, meaning that users that had a negative experience are
more likely to want to give feedback. The surveys may also suffer
from response bias if certain groups of users are more likely to partic-
ipate than others. For example, if women are less likely to respond to
the survey than men, then the survey results may not accurately reflect
the experiences of women on the platform.

Also, the list of papers that cited the original paper [21] might miss
some papers that cited it. Besides, no other metric has been used for
the black box, white box, and year labeling than the number of papers
in categorization. For example, It has not been analyzed whether or not
black box citations were mainly in papers that were of lower or higher
quality than those in white box citations. Or that in 2019 the number
of citations was the highest, which does not necessarily mean that for
this year this topic has been more well-researched. The amount of data
is also possibly too little to discuss patterns.

Another threat would be that the authors are biased to the findings
of the paper by Vasilescu et al. [21], since the supervisor of this cur-
rent paper was also an author on that paper. The threat might be that
the authors are more inclined to follow the same direction as that pa-
per, instead of coming up with new ideas for research. To mitigate
this threat, the authors have engaged with relevant literature outside of
Vasilescu et al.’s study to provide a more comprehensive perspective
on the issue of the under-representation of women in the tech industry.

Another potential threat to the validity of this paper is the quality
of the referenced paper. The reliability of the data and the conclusions
drawn in the current study rely heavily on the accuracy and credibility
of the sources used. To mitigate this threat, we added the date to.
However, due to the subject being niche, and the number of papers on
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it being fairly low, the selection of papers was mainly done based on
personal judgment of a paper’s quality, instead of having predefined
metrics for judging the quality. Therefore, the paper might become
harder to reproduce.

Also, when we use data from the Stack Overflow surveys, or ref-
erence research that uses Stack Overflow survey data, we assume that
this data is correct. However, the survey respondents are self-selected,
which means that only those who are interested in participating or who
feel strongly about the survey topic are likely to respond. This could
introduce bias into the data, as those who respond may not be represen-
tative of the broader population of developers. Additionally, respon-
dents may not always provide accurate or truthful information, either
intentionally or unintentionally, which could further compromise the
validity of the data. Finally, the questions themselves may be subject
to interpretation or may not be comprehensive enough to capture the
full range of opinions or experiences of the survey population.

Lastly, the graph in Figure 1 both contains data from the Stack
Overflow surveys, as well as quantitative data gathered from the ’gen-
dercomputer’ [21]. Here it is assumed that the quantitative analysis
as performed in the original study is comparable to the results of the
survey. However, research has been done that states that the survey
data and the qualitative analysis data are in line with one another [16].

7 CONCLUSION

The representation of women in the website Stack Overflow is, as
shown in the Result section, a topic of research and study, with new
papers being published and using previously found data on the topic.
This new trend of research hopefully will be able to solve the common
challenges women experience on the website that prevents them from
participating in the website as much as men.

While the increase in research on the topic constitutes a positive
outlook for the future, a point of concern is that representation of
women in Stack Overflow has not increased from 2012 to 2022, with
it even dropping below 6% in the last two year which shows how the
challenges identified in the website are yet to be solved.

Nonetheless, as mentioned above, studies on how to overcome those
challenges have already been done, identifying possible solutions to
the problem. One such idea it’s presented in the paper by Maftouni et.
al. [12] in which the authors present the idea of a ”Support” button
that the users can utilize as social feedback as a way to reward pro-
social behavior or negative one. This change was positively accepted
especially by the women participating in the study who identified in
that a way to make the Stack Overflow community a more positive
and welcoming environment. Another study by May et. al instead
proposes to create an alternative reward system [15] which consists of
the equalization of points gained from upvotes on a question and on an
answer since the current state of Stack Overflow rewards answers more
than questions and women are found to ask in average more questions
than men in the platform [15].

In conclusion, we can see how the research and understanding of
the topic regarding women’s representation in Stack Overflow have
evolved and improved in the past 10 years, with more studies focusing
on the topic and trying to find a solution to the under-representation of
women on the website by trying to overcome the common challenges
women face. Nonetheless, it seems like the percentage of women on
the platform hasn’t improved over the past 10 years which shows that
the topic it’s still very relevant and important for future research to
focus on.

8 FUTURE WORKS

Future research on the topic should mainly focus on how to solve the
challenges identified in this paper as that could prove an important step
forward to increase the representation of women on Stack Overflow.
Another possible step for future researchers is to look toward the rep-
resentation and participation of individuals who do not identify with
the binary categorization of men and women.

Furthermore, we think that future studies should also focus on the
representation of other minorities in the developer community and

specifically on Stack Overflow. In fact, from the Stack Overflow sur-
veys of 2021 and 2022 we can see how the strong majority of user
identifies as heterosexual with less than 10% of users identifying as
”Bisexual”, ”Gay or Lesbian”, ”Prefer to self-describe” and ”Queer”.
And, another under-representation is found in the ethnicity of Stack
Overflow users which according to the surveys of 2021 and 2022 con-
sist of roughly 60% of white or European users. We think that it’s
important to investigate those topics further to make Stack Overflow
and generally the developer community more inclusive in the future.
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Comparison of sampling methods in the validation of machine
learning models

Christodoulous Hadjichristodoulou, and Herman (H.J.) Lassche

Abstract— In order to tune a machine learning algorithm and assess the predicted performance, an accurate performance estimation
is essential. Due to this, a variety of performance estimators have been developed over the past few years, most of them based on
cross-validation and bootstrap sampling. In this paper we provide an overview on a number of such techniques and examine their
overall predictive performance by aggregating the results various research teams have reported on their experiments where they
perform comparisons between them. We reach the conclusion that no single method is universally the best, but the suitability of each
one depends on the conditions of the experiment.

Index Terms—Cross-validation, bootstrapping, model selection, performance estimation

1 INTRODUCTION

Despite the additional hurdles and computational costs it presents,
model validation is a beneficial process for every project which aims to
predict future outcomes based on past trends.It is not advisable to de-
pend on the predictions of a model without verifying and validating it.
In critical domains such as healthcare and autonomous vehicles, errors
in object detection can result in severe casualties due to incorrect de-
cisions made by the machine. Validating the machine learning model
during the training and development stages can ensure that these kind
of errors are minimized as much as possible. It can also help the re-
searchers discover possible mistakes made during the development of
the model or irregularities in the data used for training.

The data that researchers have to work with while developing a
machine learning model is frequently limited. Researchers want to
train the best possible model while also estimating the model’s perfor-
mance. Yet, given the limited data, it can be difficult to train the model
on sufficient enough data and obtain a reliable model estimation for
novel data. Over the years, a variety of sampling methods have been
created in an effort to find an accurate performance prediction.

Multiple writers have compared and analyzed different approaches
and variations in terms of the precision of the resulting performance
evaluations, they give benefits and drawbacks of various sampling
techniques in machine learning model validation. In this paper we
provide an overview of a number of these approaches and aggregate
the results of the authors’ experiments.

As there is a wide variety of approaches, and that number keeps
growing, we consequently felt the need to compile an overview of all
the various techniques. Also, considering the benefits and drawbacks
covered in this paper will help you choose a method.

We chose a few papers that cover established strategies and others
that present novel ideas. We aimed to have some publications that
discussed fundamental techniques and others that introduced more so-
phisticated strategies. We reach the verdict that no single technique
can be declare as the objectively best for all cases. Currently, it seems
like researchers prefer using variants of Cross-Validation, but Boot-
strapping should be considered when dealing with irregular datasets,
as we explain further below.

We will first provide some background information on performance
estimators, cross-validation, and bootstrapping in section 2. We build
on this information and examine particular approaches in more detail
in section 3. Then, in section 4, we will contrast those strategies with
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one another and examine their performance. The paper will be con-
cluded in Section 5.

2 BACKGROUND

In this section we describe a few fundamental terms that are
used throughout the whole paper: performance estimation, Cross-
Validation and Bootstrapping.

2.1 Performance Estimation

Performance estimators are typically used for two different types of
tasks. The first type is to choose the best fit of algorithms and hyper-
parameter settings. Predicting performance on novel data is the second
objective of the estimator [17]. We will focus on the second purpose
in particular in our paper, namely predicting the performance on novel
data. The estimation of a prediction-estimator can therefore be com-
pared to the actual performance of the model.

We will frequently reference a study of Borra et al. [2]. In their
study they use the extra-sample-error. This error, which is also known
as the prediction error, describes the estimated function capacity to
predict all potential values of the covariate variables X, for f (X).

2.2 Cross-validation

Cross-validation (CV) [12, 8], also found in literature as K-fold cross-
validation, is a method for performance estimation. With this method
the training data is partitioned into K non-overlapping subsets, each
one of which will act as a validation set for a model. After partitioning
the data, we train a model on K-1 of these subsets and then estimate its
performance on the remaining one. This process is repeated K times,
once for each subset that is left out of the training set, and the final
error estimate is calculated as the average of the K estimates. This
approximation corresponds to a model that will have the same param-
eters as the ones used for the models trained on the K-1 subsets, but
that will be trained on the whole training dataset. Figure 1 visualizes
the procedure of splitting the dataset for the case where K=5. The
dataset is split into 5 non-overlapping folds.

2.3 Bootstrap sampling

Bootstrap is widely used to determine performance estimation [1]. It
is based on the theory that you can approximate the true distribution
of data by sampling the true dataset repeatedly [7]. This resampled
dataset often strongly matches the true distribution of the data.

In essence, we can build a new dataset that has the same distribution
as the training/true data by randomly selecting datapoints from the
original distribution, hence having roughly the same mean, variance,
etc. For instance, the resampled dataset will have more instances of the
datapoints that were frequent in the original dataset. Rare datapoints
will likewise be uncommon in the resampled dataset.
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Fig. 1. Visualization of Cross-Validation with K=5.

Figure 2 serves as an illustration, showing how the sampled set pro-
duces roughly the same mean and distribution. It is possible to run
statistical measure tests on this dataset because the sampled set and
the original dataset share the same characteristics. The performance
of the model when used with this dataset may be used as a representa-
tive of its performance with new data.
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Fig. 2. An illustrative example of bootstrap sampling; A) Using a sam-
pled dataset that is smaller than the original dataset. B) Using a sam-
pled dataset that is larger than the original dataset (with replacement)

3 ESTIMATON APPROACHES

In this section we provide an overview of various resampling tech-
niques that are used currently to estimate the performance of a model.

Paper selection Our supervisor, Michael Biehl, introduced
us to the subject of comparing cross-validation methods with
bootstrap approaches. He sent us two papers that discussed
adapted versions of the fundamental CV and bootstrap techniques.
To find further papers, we looked through the RUG smartcat
database. For this, we used queries consisting of a combination of
the following words: bootstrap, cross-validation, vs,
comparison, performance estimation, evaluation

Many papers came from this. We debated the relevance of these
papers with our supervisor, Biehl. These were all relevant. To avoid
overloading the paper, we decided to choose just three papers. The re-
maining found papers would be used to provide further context and de-
tails on the fundamental techniques. One of the three papers that were
chosen discusses different bootstrap techniques, another discusses dif-
ferent cross-validation techniques and novel approaches that combines
cross-validation with bootstrap, and the third discusses bias correc-
tions. All this approaches will be discussed in the following section.
We do the comparison based on the reported performance.

3.1 Cross-validation Sampling Methods
Below we summarize some variations of CV that improve on the ba-
sic method either by means of providing a better estimate or being
computationally more efficient.

3.1.1 Cross-validation with Tuning
Cross-validation with Tuning (CVT) [17] is a method that employs
cross-validation in order to tune the hyper-parameters of a model.
The process involves employing cross-validation once for every set
of hyper-parameters we want to test and then selecting the one with
the lowest reported loss. The final model is then trained on the whole
training dataset with the chosen hyper-parameters and returned.

3.1.2 Repeated Cross-validation
The method of cross-validation can be noisy and may yield different
results with different splits of the data. A way to counter this vari-
ance is to repeat the process multiple times, each time with different
partitioning of the data. This means that in a K-fold cross-validation
repeated X times scheme, the basic cross-validation procedure will be
performed N times, each with different splits and K ∗X models will
be trained in total. The final error estimation will be the average error
across all folds and all repeats.

3.1.3 Leave-one-out Cross-validation
Leave-one-out (LOO) cross-validation is an extreme case of CV where
the size of the subsets is exactly one. This means that N models are
trained, where N is the number of data points, each one trained on all
datapoints but one. This method obviously incurs a heavy computa-
tional overhead and should thus be avoided for large datasets.

3.1.4 Nested Cross-validation
Nested Cross-Validation (NCV) [18] is used for evaluating the
performance of a predictive model in a way that is less prone to
overfitting than traditional cross-validation. The idea behind nested
cross-validation is to have an outer loop and an inner loop of cross-
validation. The outer loop is used to split the data into training and
testing sets, while the inner loop is used to perform model selection
and hyperparameter tuning. In the outer loop the data is split into
training and testing sets. The testing set is put aside and not used until
the very end. For the inner loop the training data is split into train-
ing and validation sets. The model is trained on the training set and
evaluated on the validation set. Different hyperparameters and model
architectures can be tried to determine the best performing one. Once
the best model and its corresponding hyperparameters are selected, it
is trained on the entire training set from the outer loop. The trained
model is then evaluated on the testing set. These steps are repeated
several times with different splits of the data in the outer loop to get an
estimate of the model’s generalization performance.

3.1.5 The Tibshirani and Tibshirani Protocol
Tibshirani and Tibshirani [16] proposed a novel approach, known as
the TT method, to address the computational burden of NCV by esti-
mating and correcting for the bias of CV without requiring additional
model training. This method considers each fold as an independent
dataset and uses it to estimate the level of optimism in the process of
selecting the best configuration from multiple options. The TT method
calculates the bias by comparing the loss of the final, chosen configu-
ration with the one selected in a given fold.

3.2 Bootstrapping Sampling Methods
Here we will provide an overview of Parametric and Non-Parametric
bootstrap. The apparent error will serve as the starting point for both
of the bootstrap methods being considered. This a very basic estimate
[3]. It is defined by the average of the loss function of the training
dataset. The apparent error use the same data for both model training
and model evaluation. As a result, it is known for being too optimistic
yet is also easy to compute.

3.2.1 Non-Parametric Bootstrap
The non-parametric bootstrap takes a number of n random samples
from the training data and places those in a resampled dataset. Some
training examples won’t show up in the bootstrapped collection, and
some of these samples will be duplicates [14]. This results in a re-
sampled dataset that has a distribution similar to the training set [9],
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allowing for the computation of performance measures using the boot-
strapped collection, which might be used as unique data.

Nevertheless, this approach only makes use of examples on which
the model has previously been trained. Thus, not all classifiers will
be able to use it. For instance, clustering algorithms will be trained to
cluster together similar samples. Replicas, by default, will have a zero
distance and will be clustered together. Hence, using a resampled set
won’t result in the addition of any additional info [14].

0.632+ method Borra et al. [2] make use of the 0.632+ bootstrap
estimation developed by Efron and Tibsharini to evaluate the perfor-
mance of the non-parametric bootstrap. The estimator is based on the
theory that there will be about 0.632n instances of the original data in
the resampled dataset.

The estimation accounts for the degree of overfitting that occurs in
the error rate. We must therefore first calculate the relative overfitting
(R̂) before we can compute the estimation. The value for this ranges
from 0 to 1, with 0 indicating no overfitting and 1 indicating significant
overfitting. This is calculated by using the apparent error, the loss on
all couples which is given by

ŷ =
1
n2 ∑

i, j
L(yi, f̂ (x j)), (1)

and the leave-one-out bootstrap error rate. The leave-one-out boot-
strap error is calculated by using the cases that were not included in
the resampled set as a test sample:

errBt =
1
M

M

∑
j=1

+errBt
j (2)

These equations are used to define the relative overfitting, which is
the difference between the leave-one-out error and the apparent error
divided by the difference between the loss and the apparent error,

R̂ = (errBt − err)/(ŷ− err) (3)

The ultimate definition of the estimator will be a combination of
the apparent error and the leave-one-out bootstrap error. The weight
assigned to these errors will determine the ratio at which these will
appear in the final estimation. If there is no overfitting, the weight is
0.632; if there is significant overfitting, the weight is 1. Using relative
overfitting, the weight is determined:

ŵ = 0.632/(1−0.368 · R̂) (4)
We can calculate the final estimation errB632+ given the weight.

This will include a portion of both the apparent error and the leave-
one-out bootstrap error. Hence, the bias caused by the apparent error
will be compensated for by this error. This gives

errB632+ = ŵ · errBt +(1− ŵ) · err (5)

3.2.2 Parametric Bootstrap
The parametric model assumes that the data come from a distribution
with unknown parameters, but that these parameters might be found. It
looks for model parameters that fit the available data [6]. An estimated
distribution will result from this. We can sample data points from this
estimated distribution to create a resampled set. When tuning a model
or determining how well a model is performing, this resampled set can
be seen as new examples [14].

This bootstrap approach do have certain drawbacks, though. For
example, determining the variance is difficult with a small collection
of samples (less than 20 samples). Further, it can be challenging to
decide how to deal with outliers, whether they might affect the final
samples, and whether the output has to be smoothed [9]. This could
lead to bias in the sampled data.

Parametric Bootstrap Procedure To assess the performance of
parametric bootstrapping did Borra et al. [2] use a variation of the
Efron-introduced Parametric Bootstrap Procedure. The objective is to
take into account that the estimations are often to optimistic. The final
estimator is the apparent estimation that has been corrected.

1. They apply a non-parametric bootstrap to obtain preliminary es-
timates of the parameters µ and σ2. These parameters will
desrcibe the estimated distribution.

2. They compute the density of the distribution. This can de com-
puted with the estimated parameters µ and σ2,

f̂ = N(µ̂, σ̂2I) (6)
For each datapoint in the dataset, they sample new values from
the estimated distribution. For each original datapoint, B new
values will be generated in total. The values are given by y∗bi .
With these revised values, a new µ will be calculated, µ̂∗bi . A
nonlinear smoothing function, g(), is used to calculate this with
the generated values as input: µ̂∗bi = g(y∗bi ).

The covariance between each data point serves as the final es-
timator’s corrector. Therefore it is first needed to estimate the
covariance between yi and µ̂i. This is done by first computing
the averaged datapoint,

ȳ∗i = ∑
b

y∗bi
B

, (7)

then we can estimate the covariance

ĉovi =
B

∑
b=1

µ̂∗bi (y∗bi − ȳ∗i )/(B−1) (8)

3. Finally, the apparent error corrected with the covariance between
yi and µ̂i provides the estimator:

errPB = err+
2
n ∑

i
ˆcovi (9)

3.2.3 Bias-Corrected Bootstrap
Bootstrap methods are typically combined with a bias correction to
eliminate the bias in bootstrapped sample sets. In their study Donna
Chen and Metthaw S. Fritz explored six of these possible corrections
for bias on the mean.

Mean correction (zmean) Given the estimated parameters that de-
scribe the distribution, the Efron and Tibshirani correction (z0) is a
z-score, which shows the percentage where the estimated distribution
is less than the original distribution. The zmean correction also takes
the mean into the measure. The percentage of resampled points that
are below the mean of the estimated distribution, instead of the original
distribution, will be applied as a bias percentile correction. The bias
percentile correction takes a percentage and establishes an upper and
lower bound on an ordered set of data, allowing only this percentage
of the data to remain. For example, only data larger than the datapoint
at 5% and data smaller than the datapoint at 95% will be taken into
account when doing the adjustment for 90% [3].

Winsorized mean (zwin) The Winsorized mean will take a per-
centage of the values on both sides of the distribution and trim them.
Chen et al. provide a clear example. The 20% Winsorized Mean is
determined using the values 1–10 by:

zwin20 =
2+2+3+4+5+6+7+8+9+9

10
(10)

The most extreme value is thus substituted by 2 and 9 respectively on
both sides. It will be comparable to zmean when the trim is set to zero.
It is equivalent to the percentile bootstrap when 50% trim is present.
Therefore only Winsorized means of 10%, 20%, 30%, and 40% are
considered in the experiments [3].

Medcouple (zmc) The medcouple focuses on the skewness of the
data. It describes the distribution’s skew., the medcouple is a standard-
ized weighted median. The median is typically defined as,

mn =

{ xn/2+xn/2+1
2 EVEN N

x(n+1)/2ODD N,
(11)

for all xi yields: xi ≤ x j & i < j
To compute the medcouple, we first define h(xi,x j). This will deter-
mine the variation in each pair’s distance from the median,

h(xi,x j) =
(x j−mn)− (mn− xi)

x j− xi
(12)

The division standardizes the outcome. Hence, −1≤MCn ≤ 1.
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Taking into consideration this variation in distance the medcouple,
the standarized median, can be computed:

MCn = med
xi≤mn≤x j

h(xi,x j), (13)

3.3 Cross-validation and Bootstrap combined Sampling
Methods

Recently, attempts have been made to combine Cross-Validation and
Bootstrap sampling into a single algorithm in order to make model
validation more computationally efficient without compromising ac-
curacy. Below we present two such methods.

3.3.1 Bootstrap Bias Corrected Cross-Validation

Bootstrap Bias Corrected Cross-Validation (BBC-CV) is a method
proposed in [17] for efficient and accurate performance estimation.
In order to explain how it works, let us first define the configuration
selection strategy (css) function [17]. With Π defined as the matrix
with the out-of-sample predictions of N rows and C columns, where
N is the sample size and C is the number of configurations among
which we wish to select the best one, [Π]i j denotes the out-of-sample
prediction of on the i-th sample of the j-th configuration. The ground
truth labels are denoted as y. The function css returns the index of the
best-performing configuration according to some criterion. Using the
minimum average loss as the criterion, css can be defined as:

css(Π,y) = argminl(y,Π(:, i))

BBC-CV utilizes the out-of-sample predictions Π generated by
CVT, and then generates B bootstrapped matrices Πb by randomly
sampling N rows of Π with replacement. Additionally, corresponding
vectors of true labels yb are created for each bootstrapped matrix. The
matrices Π\b, b = 1, . . . ,B are then formed by including the sam-
ples that were not used in Πb (i.e., Π \Πb), and y\b represents their
corresponding vectors of true labels.

For each bootstrap iteration b, the BBC-CV method applies the con-
figuration selection strategy css(Πb, yb) to select the optimal configu-
ration i that yields the best performance, and subsequently computes
the loss Lb of configuration i as Lb = l(y\b,Π\b). Ultimately, the esti-
mated loss LBBC is calculated as the average of Lb over all B bootstrap
iterations.

3.3.2 Bootstrap Corrected with Early Dropping Cross-
Validation

Bootstrap Corrected with Early Dropping Cross-Validation (BCED-
CV) is an approach that uses heuristic procedures to improve the com-
putational efficiency of BBC-CV through means of early stopping.
The out-of-samples predictions from CV are used in a statistical hy-
pothesis test that determines if a configuration’s performance is signifi-
cantly worse than the performance of the current best configuration. In
such a scenario, the underperforming configuration can be discarded
early on, and no further models will be trained under that configura-
tion in subsequent folds. The statistical test operates under the null
hypothesis that a specific configuration’s performance is equivalent to
the current best configuration. This hypothesis is assessed for each
configuration that remains in consideration at the conclusion of each
fold. The current out-of-sample predictions for all configurations still
being evaluated are utilized to identify the best configuration during
the test. By employing bootstrapped matrices, we can determine the
likelihood of a particular configuration exhibiting worse performance.
This probability is estimated by calculating the percentage of times the
configuration’s loss is higher than that of the best configuration. If this
probability exceeds a certain significance threshold, the configuration
is eliminated from further consideration.

4 COMPARISON AND DISCUSSION

In this section we describe the experiments that were executed by var-
ious researchers and present their findings.

4.1 BBC-CV and BCED-CV evaluation against Cross-
Validation variants

Tsamardinos, Greasidou, Tsagris and Borboudakis [17] performed a
set of experiments in order to compare the performance and computa-
tional efficiency of the methods CVT, TT, NCV, BBC-CV and BCED-
CV, both on synthetic and real-world data.

4.1.1 Synthetic Datasets
Experimental setup The authors constructed several synthetic

datasets using four different Beta distributions with varying sample
sizes N ∈ {20, 40, 60, 80, 100, 500, 1000}. They ran the experiments
with number of configurations to compare C ∈ {50, 100, 200, 300,
500, 1000, 2000}, resulting in 196 different experimental settings. The
number of bootstraps was set to 1000 for both BBC-CV and BCED-
CV, while the dropping threshold for BCED-CV was set to 0.99. The
data was split into 10 folds in the same way for all protocols. The
internal loop of NCV uses 9 folds. The performance is judged based
on the accuracy metric and the results they reported were the average
over 500 runs for each setting.

Results To evaluate each method, the bias is used, which is de-
fined as the difference between the estimated and true performance of
a configuration. If there is a positive bias, it means that the actual
performance is lower than what was estimated by the performance
estimation protocol. This implies that the protocol is optimistic and
overestimates the performance. On the other hand, if there is a nega-
tive bias, it means that the estimated performance is conservative.

In all settings, the CVT estimate of performance is biased in an op-
timistic direction. As the sample size decreases, the bias of CVT tends
to overestimate the performance of the final model. Conversely, as the
sample size increases, the bias of CVT tends towards zero. The bias
of the CVT estimate also increases as the number of models under
comparison increases, although this effect is relatively small in this
experiment. For small sample sizes (≤ 100), the behavior of TT varies
greatly and is highly sensitive to the number of configurations, while
for larger sample sizes (≥ 500), TT is systematically conservative,
over-correcting the bias of CVT. NCV provides an almost unbiased es-
timation of performance across all sample sizes, but is computationally
expensive since the number of models that need to be trained depends
quadratically on the number of folds K. BBC-CV provides conserva-
tive estimates, with low bias that quickly tends towards zero as the
sample size increases. Compared to TT, it is better fitting for small
sample sizes and produces more accurate estimates overall. In com-
parison to NCV, BBC-CV is somewhat more conservative. However,
the much lower computational cost of BBC-CV (one order of magni-
tude) compensates for its conservatism. BCED-CV displays similar
behavior to BBC-CV, with lower bias that approaches zero faster. It
is on par with NCV, being slightly more biased. Furthermore, BCED-
CV is up to one order of magnitude faster than CVT and two orders of
magnitude faster than NCV.

4.1.2 Real datasets
Experimental setup These methods were also evaluated on real

datasets, obtained from popular data science challenges. The datasets
used are: christine, jasmine, phlippine, madeline, sylvine, gisette,
madelon, dexter and gina. To create the experimental datasets, each
original dataset D was divided into two stratified subsets, Dpool and
Dholdout . Dpool was composed of 30% of the total samples in D, while
Dholdout was composed of the remaining 70% of the samples. With
the exception of the dexter dataset, 20 sub-datasets were created for
each sample size N ∈ {20, 40, 60, 80, 100, 500} by sampling (without
replacement) from Dpool . For the dexter dataset, 20 sub-datasets were
created for each N ∈ {20, 40, 60, 80, 100}. Overall, 1060 sub-datasets
were generated. The true performance of the final, selected model of
each of the tested protocols was estimated using Dholdout . The metric
of performance that was chosen was the AUC with respect to the bias
of the model. Random forests, SVMs [4] and LASSO [15] were the
learning algorithms of choice, each applied with various sets of hyper-
parameters. These hyper-parameter in combination with the different
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methods of preprocessing and feature selection produced a total of 610
configurations. The parameters for the BBC-CV and BCED-CV meth-
ods are kept the same as in the synthetic dataset experiments.

Results Once again, the bias is used for evaluation purposes.
Even though there is some variation among the different datasets, the
results of these experiments are in agreement with those of the simu-
lation studies as presented in 4.1.1. These findings show that BBC-
CV and BCED-CV outperform other methods, such as Nested Cross-
Validation and the TT method. This is achieved by either provid-
ing more precise, almost unbiased, or conservative estimates of per-
formance, even for smaller sample sizes, and/or having significantly
lower computational costs. Thus, instead of NCV, the authors suggest
the use of BBC-CV for small sample sizes or BCED-CV for larger
sample sizes.

4.2 Bootstrapping protocols
We will examine two publications that assessed the feasibility of the
bootstrapping methods in order to compare their performance. The
comparison of non-parametric and parametric bootstrap will be done
first, followed by a comparison of various bias corrections.

4.2.1 Parametric vs Non-Parametric
We will use the publication ’Measuring the Prediction Error’, written
by Borra et al., to compare the parametric and non-parametric boot-
strap. With regard to various types of errors, it analyzes parametric
and non-parametric bootstrap approaches.

Experimental setup Borra et al. conducted two separate tests to
assess how well both bootstrap estimation predictors performed [2].
The simulations are performed using regression functions that have
four or five covariates, respectively. Because those variables were cho-
sen at random, the distribution was also random. So, this is artificial
data. Three alternative techniques were used to estimate the regres-
sion function. Using neural networks(NN), projection pursuit regres-
sion(PPR), and regression trees(RT). The estimated function is used to
compute the forecasted outcome. In order to determine the so-called
extra-sample error, this value will be contrasted with the true value.

We can calculate the relative bias (rbh) and the mean absolute rela-
tive bias( ¯arb) using this info. An unbiased estimator has rb=0 for each
h, resulting in a low value for arb. The bootstrap methods considered
are the Bootstrap 0.632+ estimator with 100 bootstrap examples and
the parametric bootstrap estimator with 100 bootstrap samples.

Results The experiment’s findings are displayed in tables 1 and
2. The parametric approach outperforms the non-parametric method
in both experiments. It is obvious that the parametric estimator is gen-
erally far more accurate. Table 2, however, demonstrates that when
there is little noise, the non-parametric approach is more accurate.
Data noise is expected in the actual world, hence, for the estimator
to be usable for real data, it must perform well at higher noise ratios.

TR PPR NN
Sample size Sample size Sample size

¯arb 120 500 120 500 120 500
Parametric 0.074 0.045 0.062 0.012 0.057 0.010
Non-Parametric 0.056 0.055 0.182 0.082 0.080 0.022
¯rse

Parametric 1.956 2.485 1.183 0.945 0.948 0.780
Non-Parametric 1.732 2.669 2.185 1.961 1.206 1.079
comparative performance*
Parametric 3.67 3.40 3.30 2.75 2.71 2.45
Non-Parametric 3.13 3.86 5.14 5.39 3.68 3.60

Table 1. The table was created using the data from a table that was
presented in ’Measuring the Prediction Error’ [2] (simulation A) — *An
estimator mean rank, lower values indicate better estimators

4.2.2 Evaluation of Bias-Corrected Bootstrap
Experimental setup To compare various bias corrections, Chen

et al. performed numerous experiments [3]. The original bias-
correction (z0) was contrasted with the zmean, various zwin, and
zmc. They produced observations and residuals using the R function

TR PPR NN
Ratio noise Ratio noise Ratio noise

¯arb 1 2.5 5 1 2.5 5 1 2.5 5
Parametric 0.044 0.039 0.039 0.015 0.024 0.053 0.016 0.018 0.017
Non-Parametric 0.023 0.049 0.051 0.047 0.099 0.160 0.022 0.029 0.049
¯rse

Parametric 2.20 1.99 1.82 1.76 0.83 0.67 1.54 0.72 0.53
Non-Parametric 1.74 2.11 2.00 2.34 1.63 1.57 2.18 1.04 0.89
comparative performance*
Parametric 4.31 3.68 3.54 3.85 3.04 2.97 3.49 2.84 2.56
Non-Parametric 3.38 4.08 4.03 5.01 5.84 6.31 3.84 3.70 3.97

Table 2. The table was created using the data from a table that was
presented in ’Measuring the Prediction Error’ [2] (simulation B)

rnorm(). So, they used synthetic data. All approaches were used after
sampling the data 1000 times. This entire process was repeated a total
of 1000 times.

Also, the effectiveness is evaluated using information from the real
dataset Athletes Training and Learning to Avoid Steroids program
(ATLAS). We won’t talk about those findings though because they
don’t imply much in a broader sense.

Used terms There will be an introduction to the many terms that
will be utilized in the comparison. Errors of two types are present. Er-
rors of Type I and Type II. Type I errors are regarded as false negatives
because they reject a null hypothesis that is correct. Type II errors are
characterized as false negatives because they keep a hypothesis while
it is actually untrue [10]. Both of the errors ought to be minimal. In
this context, a significant Type I mistake suggests that there is a large
likelihood that the correction would lead to false negative results.

The word imbalance is used in the comparison. Unevenly dis-
tributed datasets are known as imbalanced datasets. The term statis-
tical power is also frequently used. The statistical power is between
0 and 1. It represents the possibility to have a true positive. It only
has true positives when the value is 1. Its maximum Type II mistakes
occur when it is 0. It is a way to detect if a difference between test
variations genuinely exists [5].

The term effect size is used. This term quantifies how closely re-
lated a dataset’s instances are to one another. The more distinct the dif-
ferences between the samples are based on their features, the larger the
effect size. The authors of the utilized paper use a robustness range in
their comparison. This is the range in which results are error-resistant
[3]. They are resistant to outliers, for instance.

Results In their experiments, Chen et al. found that z0, zmc, and
zmean have extremely similar Type I errors. They found that the errors
of the corrections frequently fall within the robustness range or fall
outside of it altogether. They observe that the Type I error grows with
increasing trimming for the Winsorized means. Even so, compared to
zwin40, the percentile bootstrap often displays lower error rates.

The statistical power rises with the size of the sample for all correc-
tions. The powers of z0, zmc, and zmean were similar. Depending on
the parameter combination, one may be more powerful than another.
Chen et al. found that as the level of trimming grew, the power of the
Winsorized means declined [3]. Overall, zmean has the greatest power,
whereas zwin40 exhibits the least. All approaches have a propensity to
be imbalanced in the same way.

To sum up, the Type I error rates and power of the medcouple and
mean are comparable to those of the BC bootstrap. If the trimming is
increased, the Type I error and power for the Winsorized means will
drop. As opposed to the percentile bootstrap, it exhibits greater power
because outliers are not eliminated but rather given another value.

The findings also demonstrate the close relationship between Type
I error and power. It is important to take the other one into account
when evaluating one of them. Also, the experiments showed that it is
increasingly likely that the Type I error and power will reach optimal
levels as the sample and effect size grow.

The benchmark approaches (Monte Carlo and Percentile Bootstrap,
not specifically covered in this paper), according to Chen et al. [3],
have the most reliable robust Type I error rates. The error rates for
the other approaches will be robust when the sample size is more than
250, which also produced the best power and coverage. Consequently,
when the sample size is less than 250, the effects of the various ap-
proaches are most noticeable.
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Consequently, they advise using a benchmark approach when there
should be minimal Type I error and when the sample size is small. The
BC Bootstrap, which has the most power, should be used if researchers
are concerned about the Type II mistake. Use the Winsorized means,
which specifies the field between, to find a trade-off. A Winsorized
mean with a low percentage (10%) is more comparable to BC Boot-
strap, whereas one with a high percentage (40%) is more comparable
to the Monte Carlo approach. Hence, a compromise between Type I
and power will result from a percentage in the middle [3].

4.3 General comparison of CV and Bootstrap

Both Bootstrapping and Cross-Validation and variants of them are be-
ing widely used and have been thoroughly studied. Comparisons be-
tween them have been made by independent research groups, without,
however, agreeing and indicating one of them as the objectively better
technique. Kohavi [11] in his experiments with decision trees and
Naive-Bayesian classifiers found that using stratified ten-fold cross-
validation worked best, while for Borra S. and Di Ciaccio A. [2]
a variation of Cross-Validation and the Parametric Bootstrap yielded
the best results. Ljumovic M. and Klar M. [13] found that both tech-
niques provided equally good results in their experiments with random
forest classifiers. Tsamardinos, Greasidou, Tsagris and Borboudakis
[17], on the other hand, proved with their simulations and experiments
on real data that a novel approach that combines both methods (BBC-
CV) is also competitive.

These findings enforce the notion that the best method for perfor-
mance estimation and model selection is not universal but varies and
depends on the dataset and learning algorithms used. Empirically, CV
is the standard procedure to be followed in the general case, but boot-
strapping should be preferred when confidence intervals are important
or when basic assumptions regarding the dataset are violated. One of
these assumptions the sample size; if it is too small, the estimations
provided by bootstrap sampling based methods will be more accurate
than those of CV. Another ”violation” is inaccurate or unreliable data,
i.e when the practitioner cannot be sure that the dataset originates from
a trusted source and that the noise contained in it is low enough. Lastly,
ideally the dataset consists of identically distributed data points, which
means that all the datapoints are taken from the same probability dis-
tribution and the distribution does not fluctuate.

5 CONCLUSION

Extensive research has been carried out on sampling methods for the
validation of machine learning models in order to determine the best
one. In this paper we collected a series of comparative studies on
Cross-Validation and Bootstrap based techniques. The study aimed to
provide more guidance than is currently provided in the literature when
faced with the huge variety of sampling method options. We provided
an overview of these techniques, discussed their advantages and dis-
advantages and we propagated the results of these studies, which are
not aligned on the preferred method. The method that yields the best
results changes on a per-case basis, indicating that the main question
we are tackling does not have a simple definitive answer. As a rule
of thumb, Cross-Validation and variants of it are recommended in a
general sense, unless the user is dealing with irregular data, in which
case Bootstrap methods may provide better estimations.

Approach assessment The method used to choose the papers
does not guarantee that the most recent and widely used sampling tech-
niques have been taken into account. Nevertheless, our research tries
to present an overview of several methodologies, the paper does pro-
vide insights regarding those approaches. The method of comparison
is now solely founded on prior works. We did not conduct the exper-
iments that would have allowed us to compare different approaches
that are based on different fundamental principles. As such, it was
difficult to provide a fair cross-paper comparison between the various
methods examined by different research teams, considering the dis-
similarities between the experiments the algorithms were evaluated on
and the metrics used to gauge their performance.

Future work A possible line of future work on this topic includes
a large scale experiment in which all the aforementioned methods are
compared against each other under the same experimental conditions
and on a number of metrics. The results of this experiment could help
paint a more accurate picture about the strengths and weaknesses of
each method. Additionally, tests can be done to determine which fac-
tors affect the choice of sampling method the most. In this paper we
show that the nature of the dataset and the family of models used lead
to different best methods, but further research can delve deeper and
show for each model family, such as Linear Regression or Neural Net-
works, which method is most suitable.
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